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Legal Context of De-ldentifying Clinical Textual
Documents

Considered Data Type

» Unstructured data: Clinical textual documents containing information such
as names, ages, and locations.

> Natural Language Processing (NLP) task.

» Excludes images or tabular data.

Legal Requirements

» Enable medical data accessibility for researchers while safeguarding patient
privacy.
> Legal requirements mandated by legislation before data sharing:
»> GDPR: Delete any data that could identify an individual, which
necessitates de-identification.

> HIPAA: Provides a list of 18 attributes to be removed from medical
L documents, making de-identification more explicit.
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De-ldentification: Global Overview

Che do service
Br“Richard RUBTH Hospitalisation
o 5

Vasculaire et Thoracique

De-Identification
process

Original File

Researchers with De-ldentified Data Can
> Provide models for other medical tasks (e.g., clinicalBERT?, a BERT?
specialization).
> Apply further NLP tasks, such as text summarization or, in this case,
multi-label classification tasks (ICD-10 codes association).

1Alsentzer, E., Murphy, J. R., Boag, W., Weng, W. H., Jin, D., Naumann, T., & McDermott, M. (2019). Publicly
available clinical BERT embeddings. arXiv preprint arXiv:1904.03323.
L 2 Jacob Devlin, Ming-Wei Chang, Kenton Lee, Kristina Toutanova. BERT: Pre-training of Deep Bidirectional
Transformers for Language Understanding
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De-Ildentification with Differential Privacy

What is differential privacy? See next slides.
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Example of Queries on Neighboring Databases®

Without Differential Privacy

January Database »
-
ﬂ Query o
dh —] g » Result:

Alice +

Mallory’s data

Monthly query: (#employees, average salary).

{Jan : (100, $55,000), Feb : (101, $56, 000)}.

% e = < we D IS::t[:rpulérknowledge: 0 output + Mallory in
dh - Y-
Bob February Database > Mallory’s Salary: $156,000

With Differential Privacy

January Database

-
!‘2 Query Nt Output
a _ T ww
Alice + DP Sanitizer
. N Output is about the same
Mallory’s data |mm or without Mallory’s Info (c.g., Salary)

) -

@ Query st
- =
DP Sanitizer

Bob February Database

>

>

Same queries, same
additional knowledge.

Sanitized results:
{Jan : (102, $55,551),
Feb : (97, $55,975)}.

Mallory's salary?

3Privacy-Preserving Machine Learning. Manning Early Access Program Publications, 2021.
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Key ldeas

Intuition for Two Neighboring Databases D; and D;

> Results (aggregated, statistical, etc.) are close.

> & "Probabilities" on M(D1) and M(D-) are nearly equal (up to €).

Why Differential Privacy?

» Private data: desire to have little impact on results.
n

» ~~ Difficult to distinguish if a particular individual "participates or not.

» ~~ Data owner is less concerned about sharing their data.
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Formalization of Differential Privacy*

Definition (e-Differential Privacy (DP))
e-Differential Privacy (DP): So let ¢ € R*. The non-deterministic probabilistic
algorithm M satisfies e-Differential Privacy if

VD, D, € NI¥l such that |[D1 — D2]]1 =1, (D1, Da: neighboring databases)
VR such that R € M(N¥1), (for any output of the algorithm)
Pr[M(D1) € R] < e PriM(D,) € R] (if e is small, e* = 1 +¢€)

Budget of Leakage ¢ € R": Allowed Deviation, Permitted Leakage
» Pr[M(D:) € R] < e° Pr[M(D>) € R]: results are approximately equal
(but not necessarily) with or without the data of one person.

» ¢ =0: No deviation is allowed (all outputs are equal with or without the
data of one person), data is perfectly protected (but less useful).

» Small vs. large e: It depends on the amount of permitted leakage.

L 4DW0I'k, C., McSherry, F., Nissim, K., & Smith, A. (2006, March). Calibrating noise to sensitivity in private data
analysis. In Theory of cryptography conference (pp. 265-284). Springer, Berlin, Heidelberg.
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Query @;: Number of Employees in the Database

Objectives, Data, Idea
» Publish the number of employees with an e-DP mechanism.
» Qi(Dyan) = 100, Qi(Drep) = 101, etc.
> Add Laplace noise centered at 0 depending on .

Implementation: Laplace Noise Centered at 0, M;(D) = Q:(D) + v,
v~ Lap(0,e71)

04
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01

00
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Query @;: Number of Employees in the Database

Objectives, Data, ldea

» Publish the number of employees with an e-DP mechanism.
> Ql(DJan) =100, Q1(D|:eb) =101, etc.
> Add Laplace noise centered at 0 depending on e.

Implementation: Laplace Noise Centered at 0, M /(D) = Q:(D) + v,

v~ Lap(0,¢7h)

avec eps=0.1 avec eps=0.5 avec eps=1

025 05

— jan — jan — jan.

— fev. — fev. — fev.
0.20 04
015 03
010 02
0.05 [
0.00 00

60 8 100 120 140 8 9 9 100 105 110 115 94 9 9 100 102 104 106
nb empl. nb empl. nb empl.
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Robustness to Post-Processing

Intuition for a Database D;°

Dy
| v
— Dy R _M_ Dy , r.\ Dy ®
= °* -
Private Data DP Sanitizer Post-processing Data User

Interpretations
> Post-processing if seen as a subsequent algorithm (e.g., removing outliers):
only the DP algorithm needs to be considered carefully.
> Post-processing seen as an attack by an adversary: they can incorporate as
much auxiliary information as they want; the privacy guarantee remains
valid.
Theorem (Post-Processing of an e-DP Mechanism)
For any function f : M(N*1) — f(M(N*1), f(M) is also e-DP.
Direct application

> Any sanitized real data: can subsequently be rounded to the nearest

L integer.
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Composition of Sequential Leaks

Sequences of Leaks

> It is common to query the same database iteratively (e.g., employee count
in January, February, etc.).

» Each query corresponds to a data leak, and we want to find the total
leakage for a sequence of leaks with €; and e>.

Theorem (Sequential Composition of e-DP Mechanisms)
If M1 and M operate on non-disjoint sets, M is €1 + €2-DP.
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Motivations

In Visual Terms

Ted =N
 yrE
& Post-
Database [ *'< |~ .
Centralized DP — - /}—E g |  processing
27
LI CR .
' Trusted *---' Public
Users curator user
T H
Ted + 5!
v St —)
e - —
< '>g Post-
Local DP — Bamcy: B L/\Database processing
' — J
Lily }f: &
! v Untrusted Public
, Users === curator user

Differential Privacy (DP) vs. Local Differential Privacy (LDP)
» Trust required in the Database » Individual noise for all post-processing
Management System (e.g., Machine Learning).
(DBMS). > Unnecessary trust in the DBMS.

L » Optimal noise per query.

femto-st DP De-identification of clinical texts | J.-F. Couchot | 18/01/24 18/53

EnEn



Definition® and Properties

Definition of e-Local Differential Privacy (e-LDP)
> X' the set of possible input values.
> ¢ € R": privacy budget.

» M: non-deterministic probabilistic algorithm respects e-Local Differential

Privacy if
Vx1,x0 € X (x1 and x> are two input data points)
Vy s.t. y € M(X), (for any output y of the algorithm)

PrIM(x) = y] < € PriM(x) = ]

Properties Similar to DP

» Robustness to post-processing.

» Combining two mechanisms €;-LDP and e-LDP results in €; + e2-LDP.

L 6Duchi, J. C., Jordan, M. I., & Wainwright, M. J. (2013, October). Local privacy and statistical minimax rates.
In 2013 IEEE 54th Annual Symposium on Foundations of Computer Science (pp. 429-438). IEEE.
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Motivation: Dealing with Sensitive Data®

Table with a Single Binary Attribute: @ = "Have you ever cheated?"

» Embarrassment: temptation for a student not to respond honestly.

Randomization according to Warner”

» Each student flips two coins {Heads, Tails} without revealing the two
successive results t; and t.

> Addition of question Q>: "Is t» equal to Heads?"

P If t; is Heads, the student responds honestly to question Q;.
> Otherwise (t; = Tails), the student responds honestly to question Q.

Analysis of the Extension

» Partially random response: We do not know if an individual's "yes"
response originates from dishonesty or a Heads result on the second flip.

» Enhanced honesty of the student: It is the student who modifies their data.

the American Statistical Association, 60(309), 63-69.

L "Warner, S. L. (1965). Randomized response: A survey technique for eliminating evasive answer bias. Journal of
8https://fr.coursera.org/lecture/stanford-statistics/warners-randomized-response-model-ck65q
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Motivation:
Cheaters

Key Point

Estimation of the Percentage of

» An individual "yes": we do not know exactly where it comes from.

» After calculating the overall percentage of "yes" responses: capable to
estimate the percentage of students who have cheated at least once.

nest:

Estimator for N indi\f/iduafljs angd f, <f//\£ cheaters

yes'

—
1\*7} Honest: "no"

t; = Heads

1/2
N/
ﬁ

(1—1)/2

1/2 ty = Heads: "yes" 1/4
L
t; = Tails
1/2° tp = Tails: "no" 1/4

» Observed frequency of "yes":
ra1/4+f)2

> Estimation f of the original number of

"ves": f =2r—1/2

Yy
|Iyesll IInOII
"ves" | 3/4 1/4
"no" 1/4 | 3/4
PriM(x1)=y]
PM()=y] =
Pr[M("yes")="yes"]
PrIM("yes")="yes"]
<3

Differential Privacy.

» ~~ Mechanism is In(3)-Local
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LDP on Continuous Data: Laplace Mechanism Again

Continuous Interval of Width A: Bounded Laplace Mechanism M,
> Mup(x)=x+vst v~ Lap(%)
» If x 4+ v falls outside the interval, apply M, again.
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Introduction to Differential Privacy
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e.d-Privacy’

Motivation
» (L)DP: it's challenging to determine the origin of a given output.
» 2 data points, far apart ~» may produce the same output.

> Relevance when dealing with a large data space (e.g., centuries, the entire
Earth)?

» Introduction of the concept of distance between data points in the
probability constraint.
Definition of e.d-Privacy
> X: the set of possible input values, equipped with a metric d.
» M: non-deterministic probabilistic algorithm that adheres to e.d-privacy if

Vx1, % € X (x1 and x2 are two input data points)
Vy s.t. y € M(X), (for any output y of the algorithm)
PriM(x) = y] < =012 PriM(x) = y]

L 9 Chatzikokolakis, Konstantinos, et al. "Broadening the scope of differential privacy using metrics." International
Symposium on Privacy Enhancing Technologies Symposium. Springer, Berlin, Heidelberg, 2013.
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De-ldentification: A Twofold Method

Two Steps
1. Detection of sensitive information contained in the document.
> Efficiency issue: Maximizing named entity detection scores.

2. Sanitization of detected information.
> Optimization issue: Minimizing leakage while preserving utility.

Lerree o LiAzson
baseal Ricor 28/0s/1070

Original File Named Entity Recognition (NER) Entity Substitution Process

Thread Example:

Mr. Durand, born in Dijon, 40 years old, was admitted to the hospital from
L 12/02/2020 to February 26, 2020, following a road accident in Dijon.

femto-st
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De-Identification: an Incremental Approach with Differential Privacy
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NER: Searched Entities

Searched Entities: Reduced to HIPAA Categories (U.S. Department of Health

and Human Services)
1 Names

N

All geographic subdivisions smaller than a state, including street address, city, county, precinct, zip code,
and their equivalent geocodes

3
4,5, 6 Telephone; Fax numbers; E-mail addresses
8 Medical record numbers

7,9, 10 Social security numbers; Health plan beneficiary numbers; Account numbers
11, 13 Certificate/license numbers; Device identifiers and serial numbers

12 Vehicle identifiers and serial numbers, including license plate numbers

14,15  Web universal resource locators (URLs); Internet Protocol (IP) address numbers
16 Biometric identifiers, including fingerprints and voice prints

17 Full face photographic images and any comparable images

18 Any other unique identifying number, feature, or code.

Thread Example:
e | e ]

Mr. Durand born in Dijon, 40 years old was admitted
to the hospital from 12/02/2020 to February 26, 2020

following a road accident in Dijon .
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NER: Issue in French Language

Issues with the French Language

> Limited entity categories in French NER datasets, e.g., only four categories
in WikiNer.

» Rule-based and statistical learning approaches in MEDINA and rule-based
systems.

» Development of a hybrid system to address these limitations.

> Need for a labeled French dataset for machine learning evaluation.
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HNFC-NER-EVAL Labeled Dataset

Methodology: 6 hours, 6 people of the medical staff, @HNFC

1. Input data: 375 texts of deceased persons, annotated with the hybrid tool.

2. Manually annotated by the hospital staff using Doccanno.

» Each annotator completes/corrects errors, e.g., "ds. 3 j." vs. "3 x p.

J

> Merging of pairs of annotation results into a unique annotated file.

3. Result: 9,993 sentences, 23,829 labels.

Toraat for each tool

Text format Conll 108
v

‘ NER:
A || e

{ANNOTATOR #A1 N
ANNOTATOR #A2) Json

. Manual format
. nnotatxo n
| con1 108
{ANNOTATOR #X1 | mat

ANNOTATOR #X2}

DATA With
detected
entities

legro
analysis and merge of amnotation pair
each pair annotation - Jsoal

I format

Data
manualy
annotated
Validation Dataset Cnn]] WB
. nicro Average metric:
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De-ldentification: an Incremental Approach with Differential Privacy

Entity Substitution: First Attempt
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Entity Substitution: Motivation and Purpose

Dependent on the Entity's Relevance to Medical Tasks

> Entities with no medical utility, such as phone numbers, fax numbers, and
references: A pure random approach is applied.

» Entities with possible internal links, like names: A random approach is
applied while preserving the affiliation.

> Entities with direct impacts on medical analysis, such as age, antecedents
(dates), and the patient’s location.

Thread Example:

PER: Durand = Julien (via a random approach)
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Applying ¢-Local Differential Privacy to Dates

Main Idea: Bounded Laplace Mechanism on Intervals'®

1. Order all normalized dates (day-month-year) E = [eo, . .., €], including the
current date, and associate a category (short, medium, long term) to each.

2. Compute intervals | = [ep — €1, ..., en—1 — 5] between consecutive dates.
3. Apply the bounded Laplace mechanism to each interval /;, considering the
category range.
4. Reconstruct dates from the current date.
Related Work on Date Substitution: Uniform Shifting of Dates
> MIMIC2', MIMIC3'?, 12B2" datasets.
Attack on HNFC-NER-EVAL Dates with Uniform Shifting

» The interval I = [h, ... l,—2] is NOT modified and is unique in 98% of this
dataset.

IOHolohan, Naoise; Antonatos, Spiros; Braghin, Stefano; Mac Aonghusa, PSl: The Bounded Laplace Mechanism in
Differential Privacy. In arXiv preprint arXiv:1808.10410 (2018)

11Dc:uglass, M., Clifford, G. D., Reisner, A., Moody, G. B., & Mark, R. G. (2004, September). Computer-assisted
de-identification of free text in the MIMIC2 database. In Computers in Cardiology, 2004 (pp. 341-344). IEEE.

12Johnson, A. E., Pollard, T. J., Shen, L., Lehman, L. W. H., Feng, M., Ghassemi, M., ... & Mark, R. G. (2016).
MIMIC3, a freely accessible critical care database. Scientific data, 3(1), 1-9.

Bhttps://portal.dbmi.hns.harvard.edu/proiects/n2c2-nlp
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Applying ¢-Local Differential Privacy to Locations

Main ldea: Geo-Indistinguishability on Coordinates'*
1. Given a location Z expressed as its polar coordinates.
2. Apply bounded Laplace noise to these coordinates (to reduce sensitivity)
and translate this into Y/, its city name.
3. Memoization: For each Z, use Y in this document to avoid an averaging

attack.

14Andrés, M.E.; Bordenabe, N.E.; Chatzikokolakis, K.; Palamidessi, C. Geo-Indistinguishability: Differential Privacy
for Location-Based Systems. In Proceedings of the Proceedings of the 2013 ACM SIGSAC conference on Computer
& Communications Security, 2013, pp. 901-914
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Analysis of Applying ¢-Local Differential Privacy

Motivation for e-Local Differential Privacy
» For an output o and two inputs v1 and v»: both vi and v» "may be" the
preimage of o, providing a strong guarantee for the patient’s privacy.

» Applying LDP mechanism on Jan. 8, 1942, and March 14, 2018 (birth and
death dates of St. Hawking) has to generate approximately the same dates.
a

(" Thread Example:
> DATES: All are in the long-term category (with large sensitivity).

> =
> = (very long stay: utility?)
> =

> LOC: A regional capital DIJON = a charming village BEZE (with
completely opposite epidemiological data)
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Outline

De-ldentification: an Incremental Approach with Differential Privacy

Named Entity Recognition, Continuation
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Deep Learning vs. Other Models in NLP

Comparing NER Scores for Dutch Medical Records De-Identification®®

0.90 o——=o
e
/./.
0.85 4  }
/ A/A/A——_-A
2 1 — ~@- BILSTM-CRF .. .
g e — e » Combining BiLSTM-CRF for
¥ o5 / ~#- DEDUCE de-identification is accurate, but
4 errors still occur.
0.70 A
e | ST —¢——o—¢

T T T T T T T
10% 25% 40% 55% 70% 85% 100%
Training set size (%)

Metrics on GLUE® benchmark when BERT? was introduced

System MNLI(m/mm) QQP QNLI SST2 CoLA STS-B MRPC RTE Average > Out performs all
392k 363k 108k 67k 85k 57k 35k 25k -

Pre-OpenAI SOTA 80.6/80.1 661 823 932 350 810 860 617 740 other a pproaches.

BiLSTM+ELMo+Attn  76.4/76.1 648 798 904 360 733 849 568 710

OpenAl GPT 82.1/81.4 703 874 913 454 800 823 560 751 :

BERThase 84.6/83.4 712 905 935 521 858 889 664 796 > Requires a |arger

BERT, arar 86.7/85.9 721 927 949 605 865 893 701 821

training dataset.

15Trienes, J., Trieschnigg, D., Seifert, C., & Hiemstra, D. (2020). Comparing Rule-based, Feature-based, and Deep
Neural Methods for De-ldentification of Dutch Medical Records. arXiv preprint arXiv:2001.05714.

16 Alex Wang, Amanpreet Singh, Julian Michael, Felix Hill, Omer Levy, Samuel R. Bowman. GLUE: A Multi-Task
Benchmark and Analysis Platform for Natural Language Understanding.
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HNFC-NER-TRAIN Labelled Dataset for DL Training

Methodology: 25 hours, @HNFC, 1 person.

1. Input data: 1500 texts (14925 sentences) of deceased persons, first
de-identified and then pre-annotated by the previous hybrid approach.

2. Manually annotated @HNFC with Doccanno again.

Original De- Identlfled Automatically
data data pre-annotated
data

De-identification NER according
according to (tchouka et al.
2022)

to (tchouka et al.,
2022)
Manual
annotation

Final N
dataset + QID

« REF
Annotation labels
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FLAUBERT NER Model Architecture

- 09000

Classifier Layer

NER Model $ ? T T 1 T NLP_model
. > applied to the
Transformer pretrained Model Layer NER task

wordEmbeddingD | | | | | |‘| | | I | | |

Mr. Durand born in Dijon, 40 years old J

I

mE Supervised Learning

- —— Model capable of
automatically detecting

.:-: G
— F © sensitive information
- ’sé%g‘:;z_’_’ with a certain accuracy
. = ®
o G ) e )

—

L NER Dataset
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NER results

Improved results for almost all metrics

Methods Hybrid Syst’’ PROPOSAL Denoncourt System (RNN)T7
Dataset HNFC-NER-EVAL 2b2

Metrics P R Fi P R 1 P R i
PER 963 99.8 08 | 972 980 98 | 98.2 991 98.6
ORG 411 573 478 | 90 51 656 | 92.0 714 80.7
LOC 884 058 02 | 004 044 969 | 950 057 958
DATE 977 867 010 | 99.2 057 974 | 99 995 99.2
AGE 915 669 773 | 982 9018 95 | 98.9 97.6 98.2
TEL 995 070 987 | 994 00.8 006 | 987 997 992
REF , 961 795 87 .

Micro av. | 946 940 947 | 985 964 074 | 983 985 98.4

Still not as strong as English-language results.

L 17F. Dernoncourt and J. Lee and O Uzuner and P. Szolovits 2016. De-identification of Patient Notes with

Recurrent Neural Networks
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De-Identification: an Incremental Approach with Differential Privacy

Entity Substitution, Continuation
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Applying «-d Privacy on Locations

Distance Between Locations

BESANCON

‘CHALON SUR SAONE
DOLE

LE CREUSOT

LONS LE SAUNIER
BEAUNE

AUTUN

VESOUL

Randomization: Exponential Mechanism

Gverall population
160204
119249
46603
24606
21935
18789
18023
21747
14381

15728

Stroke
[273.184785
[218.375283
108.706972
55200112
51165064
43827550
40.497996
37.083653
33545372

33.302482

[Cancer incidence rate
182.252004

134.135495

52730489

57.437117

24819073

21250429

42070599

24739921

16.271853

42.069461

distances
0.000000
0347525
1.042888
1.381583
1.407732
1454262
1.475374
1.497023
1519458

1520998

scores normalized distribution

1.000000
0799356
0397888
0202343
0.187245
0.160381
0.148193
0.135694
0.122741

0.121852

» Scoring function U(j,i) =1 — d(i,)).

» Substitutes limited to the k closest locations with respect to the

distribution: P; = [a.eVU) . a.eYUi) 0 ... 0]

0117964
0112193
0101479
0.096637
0096273
0.095629
0.095338
0.095041
0094733
0094712

» Epidemiological
data of each
location:
represented as a
vector, further
normalized.

Thread Example:

» LOC: Dijon = Besancon
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Result on the Thread Example

Thread Example:

Mr. Durand born in Dijon, 40 years old was admitted
to the hospital from 12/02/2020 to February 26, 2020
following a road accident in Dijon.

De-Identification
v Tool
Mr. Julien born in Besangon, 37 years old was admitted
to the hospital from 20/02/2020 to March 01, 2020
following a road accident in Besancgon.
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Application of de-identification to ICD-10 codes association
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ICD-10 Codes

» [CD-10 (International Classification of Diseases, Tenth Revision) codes:

> A standardized system used for classifying and coding diseases,
injuries, and other health-related conditions.

» Assigned to medical diagnoses and procedures to facilitate accurate and
consistent recording and reporting of health information.

» Each healthcare stay is manually summarized into ICD-10 codes for
statistical purposes and remuneration.

» In the field of computing, it involves a multi-label classification of
unstructured data.

ICD-10 Codes

Original File Named Entity Recognition (NER) Entity Substitution Process :
De-Identified File
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ICD-10-HNFC dataset for multi-label classification

Very private dataset, @HNFC

> Input data: 56,014 patient stays consisting of medical texts paired with
their respective ICD-10 codes.

> Output: 56,014 very long lines with concatenated results and their
corresponding binary vectors of labels.

» Second output: The same text and ICD-10 codes grouped by families,
which involves class reduction.

Converting - Extracting -
Concatenating
4

Operating reports

PDF d ‘ s & TEXT Discharge letters
Patient R ocuments
stay documents 5 e
xternal reports

Clinical reports

ICD-10-HNFC
Dataset
Binary matrix
Associated | . __ o indicating | .-
ICD-10 codes the presence

L o
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ICD-10-HNFC dataset : challenging metrics

Descriptive statistics of ICD-10-HNFC dataset

Dataset
Dataset with class reduction
Documents 56014 -
Tokens 41868993 -
Average sequence length 747 -
Total ICD codes 416125 415830
Unique ICD codes 6160 1564
Codes with less than 10 examples 3722 523
Codes with 100 examples or more 641 471

Two issues in ICD-10 codes association
1. Input patient file: Typically a long sequence.

> Average sequence length is 747, which exceeds the maximum input
size for Transformers (512), posing a scalability issue.

2. Large number of different codes and labels, but with sparsity.

» There are 6,160 unique ICD codes, out of which 3,722 appear less
L than 10 times, highlighting scalability and sparsity issues.
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ICD-10-DEID-HNFC (ICD-10-TAG-HNFC): working
dataset

Two de-identified datasets, @HNFC, we can work with

» Input data: ICD-10-HNFC dataset.

» OQutput 1: ICD-10-DEID-HNFC using the aforementioned de-identification
approach.

» Output 2: ICD-10-TAG-HNFC with tag-only substitution (baseline).

» 10,000 lines are removed throughout the dataset due to errors in date
format or locations not found in optimal de-identification.

—

ICD-10-DEID-HNFC

complete
substitution

DE-IDENTIFICTION
| g PROCESS

Dataset
ICD-10-HNFC +

=]
ICD-10-TAG-HNFC

Dataset

Tag
substitution
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ICD-10 codes association model
Approach with FLAUBERT

» Long sequence processing: Hierarchical Transformers®®

1. Document divided into segments — representation of each segment
with pre-trained Transformers layer.
2. Aggregation ~~» Document representation.

> Large and sparse label set: Label-Aware Attention mechanism (LAAT)Y.
> Labels are integrated into the document representation.

Mean/Max
Puullng
Pretrained
Transformers
Representation
Sracklng Lah 1-Avare
segments on
representation (LAAT)
Linear
17 Layer
1. FlauBERT
2. XML Roberta

3. CamemBERT [oz]o]o]z]---[2]0[o]o]

ICD Code Distribution

Model Architecture

Clinical
record

Global Document

15Pappagari, R., Zelasko, P., Villalba, J., Carmiel, Y., & Dehak, N. (2019, December). Hierarchical transformers
for long document classification. In 2019 IEEE automatic speech recognition and understanding workshop (ASRU)

(pp. 838-844). IEEE
L 19Huang, C. W., Tsai, S. C., & Chen, Y. N. (2022). PLM-ICD: automatic ICD coding with pretrained language
models. arXiv preprint arXiv:2207.05289.
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Evaluating ICD-10 codes association on
(de-identified) datasets

Automatic association of ICD-10 codes on different corpora (de-identified or not)

ICD-10-HNFC
Dataset

ICD-10-DEID-HNFC
Dataset

ICD-10-TAG-HNFC

Automatic ICD-10
code association
system

o

Precision / Recall / F-score

Classification performance for each dataset
T

raining + Validation + Evaluatio

Results on the evaluation dataset

Dataset Labels Precision Recall F1-score
ICD-10-TAG-HNFC 0.43 0.41 0.42
ICD-10-DEID-HNFC 6160 0.44 0.43 0.44

ICD-10-HNFC 0.47 0.46 0.47

» |CD-10-DEID-HNFC: Enabled us to prototype the entire ML approach.
L » |CD-10-DEID-HNFC vs. ICD-10-TAG-HNFC: Most accurate, close to the

original ones.
femto-st
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State of the art of ICD-10 codes association

Experimental results

Models Language Dataset Labels F1-score

. MIMIC2 5,031 0.5
20 )

PLM-ICD English MIMIC3 8,022 0.59
6,116 0.39
N own dataset 1,549 0.52
ouziile French 6,161 0.27
ICD-10-HNFC | 1504 | 035
PROPOSAL 6.161 0.45
1,564 0.55

> Bouzille: Uses the same parameters as those in?!

» All codes (Bouzille and ours) are on GitHub

> State-of-the-art ICD-10 codes association model®? in French language.

20Huang, C. W., Tsai, S. C., & Chen, Y. N. (2022). PLM-ICD: automatic ICD coding with pretrained language
models. arXiv preprint arXiv:2207.05289.

21 BOUZILLE, G., & GRABAR, N. (2020). Supervised learning for the ICD-10 coding of French clinical narratives.
L Digital Personalized Health and Medicine: Proceedings of MIE 2020, 270, 427.

22Tchouka, Y., Couchot, J. F., Laiymani, D., Selles, P., & Rahmani, A. (2023). Automatic ICD-10 Code
Association: A Challenging Task on French Clinical Texts. arXiv preprint arXiv:2304.02886.
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Conclusion
Contributions on De-identification
» Complete accurate differentially private de-identification method.

» State-of-the-art NER model for de-identification in the French
language.

» Substitution method that combines utility and safety.
> Not location-specific Method
> GitHub: https://github.com/mlfiab/
Contributions on ICD-10 codes association task

> Deep learning system that combines the latest advances in Natural
Language Processing.

> State-of-the-art ICD-10 codes association model in the French language.

Future work
» Using this deidentification method to provide a clinicalBERT a la francaise.

» Evaluating the security of the approach against membership inference

L attacks.
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