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de Franche-Comté
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Chapter 1
Context and contributions

Nowadays, nanotechnology is becoming more prominent in the world of sciences. It is
expected to play an important role in the coming years with a wide range of applications
in the fields of manufacturing, information technology, electronics, and healthcare. Due
to the latest advances in nanotechnology, nanorobotics and multi-physics nanocharac-
terization have gained a significant research interest. They have shown a considerable
progress in the recent years, as it became possible to develop novel nanoscale devices and
systems with increasing efficiency. The consequence of this growth is an increase in the
need for developing reliable and state of the art techniques for nanomanipulation and
characterization. Various works that are performed in these areas show a great progress;
however, most of them are still isolated operations. This work aims to capitalize on the
recent surge in nanorobotics and robust control strategies for manipulation and try to
apply them to this problem.

The work performed during this thesis is mostly concentrated or revolved around
two themes: vision using SEM towards material characterization and automatic ma-
nipulation, and visual servoing for precise nanopositioning. This work (using SEM
vision) is a first of its kind that is performed in the department of AS2M (automation
and micromechatronics systems). It has been performed in the context of ANR P2N
NANOROBUST project that is briefly presented below.

1.1 Context

1.1.1 NANOROBUST project

The term NANOROBUST is the abbreviated form of the French national project entitled
“multi-physics characterization and robotic manipulation of nano-objects under SEM”.
It was started on November 28, 2011 with a duration of 48 months. The overall work is
divided among the four partners of the project: FEMTO-ST (Besançon), ISIR (Paris),
IRISA (Rennes) and LPN (Marcoussis). The main objective of this project is to perform
fundamental research in the field of nanoscale characterization and manipulation.

1
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The two typical applications that are studied as a part of this project are the in situ
characterization of nanostructures for optical NEMS (nanoelectromechanical systems)
such as quantum dots, nanowires and nanomembranes, and manipulation of nano-objects
under SEM (scanning electron microscope) for observation with TEM (transmission
electron microscope). Two types of characterization are considered. The first one aims to
determine the physical properties (mechanical, thermal, electrical) of the nanostructures.
The initial step in this process is the extraction and placement of these nanostructures
on the characterization support. Then the robotic systems can move the sensors along a
predefined path for property analysis of the positioned structure. These sensors can be
either passive such as a simple AFM (atomic force microscope) tip whose deformation
is measured from images or active such as a tuning fork that operates on the frequency
drift to evaluate the stiffness of nano-objects.

The second type of characterization is aimed to determine the structural properties
of the nanostructures for visual observation with TEM. Analysis of these objects requires
precise positioning on a grid that is used inside TEM. A typical example is quantum
dots where the nano-objects measure a few nanometers up to a few tens of nanometers
in diameter. Standard preparation techniques become unsuitable for observing such
nano-objects mostly because of the size and also very time consuming because of their
low density. A solution could be by etching the micron sized walls on a semiconductor
where the quantum dots will lie on top of these walls. The walls will then be displaced
by a controlled nanomanipulation and placed on the TEM observation grid (see figure
1.1).

Figure 1.1: Illustration of the problem of handling a nano object on a TEM grid. (a) A
series of walls of 2 µm obtained by ICP (inductively coupled plasma) etching on epitaxial
substrate. (b) Observation TEM grid held by a gripper with two micromanipulators.
(c) TEM grid with a ”wall” made (in the circle).

Both tasks are challenging mainly because of the size of nanostructures and requires
the development of

• Accurate and reliable handling

• Precise and robust positioning schemes

• Defectless or distortion free SEM imaging
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1.1.2 Project organization and structure

The overall project can be described in the following steps

• Preparing the nano-objects (preparation)

• Handle, transport and placement of nano-objects (manipulation)

• Performing characterization

Figure 1.2 shows these three stages taking place in situ in the SEM.

MicrorobotTtrajectoryT
controlTusingTvisualTservoing

GripperTwithTforceTcontrol

LocationTfor
Tcharacterization

AnalysisTofTcharacteristicsTby
SEMTmeasurementsTorT

forceTfeedback

TestTsample

-TVisualTservoingTofTtheTmicrorbotT
TTTbyTSEMTimages

-TTForceTcontrolTofTtheTgrippingT

-TTCharacterizationTusingTSEMTTTTTTTT
TTTTvision

-TTCharacterizationTusingTintegrated
TTTsensors

Preparing
nanoobjects

Transport &
Positioning

Characterization

Figure 1.2: Studied process types of the NANOROBUST project.

The overall structure of the project is comprised of six tasks (see figure 1.3) that are
briefly presented below.

Task-1: Coordination
This task aims for efficient coordination of different stakeholders. All the partners are
responsible for this task.

Task-2: Strategies for micro / nano-handling and characterization
The main role of this task is to:

• Define gripping strategies that are adapted to the range of objects with different
shape and size (e.g. handling / gripping objects like nanoballs or nanowires that
may be embedded in a substrate).

• Define techniques for physical characterization of the objects.

ISIR and FEMTO-ST are responsible for this task.
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Tasku4:uSEMuImagingu
anduvision

Tasku2:uStrategiesuforu
handlinguCucharacterization

Tasku3:uRobustucontroluforu
handlinguCucharacterization

Tasku6:uIntegrationuCu
validation

Tasku5:uVisualuservoingu
withuSEM

Tasku1:uCoordination

Figure 1.3: NANOROBUST project tasks and coordination.

Task-3: Robust control for precise handling and characterization
The main objective of this task is to:

• Study and model the working conditions in a SEM, particularly noise and pertur-
bations.

• Develop robust control laws for the control of micro / nanorobots.

• Increase the accuracy of micro / nanorobots by using refined control methods.

FEMTO-ST and ISIR are responsible for this task.

Task-4: SEM imaging and vision
This task aims to perform:

• Evaluation and compensation of noise and drift in real-time.

• Modelling and calibration of distortion and projection.

FEMTO-ST and IRISA are responsible for this task.

Task-5: Visual servoing with SEM
This task aims to achieve the manipulation of objects by visual servoing approaches. It
includes:

• Definition of visual features from the images.
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• Computing the interaction matrices.

• Calculation of the control laws.

IRISA and FEMTO-ST are responsible for this task.

Task-6: Integration and validation
This is the final task to integrate all the other tasks and to validate the performance
of manipulation techniques in SEM for characterization of nanoscale objects. LPN is
responsible for this task.

1.2 Thesis outline - author’s contributions

The work performed during this thesis is included in the tasks 4 (chapter 3) and 5
(chapters 4 and 5) of the project. The remainder of this document showing the author’s
contributions towards vision and visual servoing for nanomanipulation and nanocharac-
terization is organized as follows:

Chapter 2 presents the existing state of the art in the field of nanorobotics and
nanomanipulation. It provides a comprehensive study and a comparison of various
microscopic systems available for imaging at nanoscale. Different nanomanipulation
systems that are used in other works are analyzed along with their corresponding appli-
cations. Apart from this, an overall description of SEM imaging system along with the
used hardware set-up is detailed at the end.

Chapter 3 provides solution for two major problems with SEM imaging: noise and
drift. It is a well-known fact that SEM imaging is mostly affected by the non-linearities
and instabilities present in the electron column along with the addition of huge amount
of noise with high scan rates. This chapter starts with a detailed description towards
the noise in SEM imaging. Different techniques and methods that are available for
quantifying the level of noise are studied. A simple and real-time method that has been
developed for quantifying the noise level and monitoring the image quality is presented.
For the problem of drift, an image registration-based method is presented for correcting
the drift in real-time. It has been compared with the well-known correlation-based
method. Drift compensation is performed at high magnifications (10k× − 30k×) using
a gold on carbon sample.

Chapter 4 presents the work performed using SEM image focus i.e. autofocus, depth
estimation from focus for nanomanipulation and shape reconstruction from focus. It
mainly highlights the importance of focus with SEM imaging. While performing an
automated vision-based manipulation task, it is important to provide sharp images in
order to gain full advantage of the visual measurements as well as to accomplish the
task with a good precision. To solve this, a visual servoing-based method to perform
efficient autofocusing has been developed. The developed method is robust and fast in
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comparison to the traditional search-based techniques. Besides, acquiring inter-object
depth information to use it for nanomanipulation is a crucial and difficult task with
SEM, since it possess a single imaging sensor. This problem is solved by performing
region-based autofocusing. Apart from these, a focus-based method to reconstruct the
3D shape of the objects being viewed is presented. It helps in gaining the knowledge of
imaging scene.

Chapter 5 presents the vision-based automatic nanopositioning under SEM. It starts
with an overview of the key topics in nanopositioning and state of the art in visual
servoing. The nanopositioning studied in this chapter is to perform characterization of
microstructures by probing to measure the structure stiffness and to perform in situ
manipulation of micro-nanostructures. Because of the presence of high amount of imag-
ing noise and distortions, it is difficult to rely on any feature tracking-based methods.
Considering this problem, two visual servoing-based approaches are presented that do
not require any tracking and instead, they use the complete image information. The
first one is the intensity-based method that has been implemented using the idea of
photometric visual servoing approach. This method uses the overall pixel intensities as
visual measurements. The second one is a Fourier domain method. With this method,
the 2D motion between the images is considered as visual measurement. For a task of
positioning silicon micro-objects using both methods, the control strategies are designed
to minimize the positioning error by controlling the platform movement.

Chapter 6 is dedicated to the software development during the thesis. In fact, this
thesis is started from the scratch and it is our primary objective to set-up and program
different modules for synchronous operation. Out of all, the most important and primary
task performed is the development of software libraries for continuous image acquisition
and SEM parameter control. A software user interface application has been developed
in order to reduce the operational complexity and process monitoring.
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Chapter 2
Introduction to nanomanipulation and
SEM imaging

In this chapter, various background details regarding the nanoscale manipula-
tion are presented. Starting from the basic topics related to the nanorobotics
and nanomanipulation, we approach and highlight the role of the imaging
sensors in assisting the manipulation of objects at nanoscale. Apart from
this, a complete description of a SEM system along with the system hard-
ware set-up used for this thesis are presented.

9
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2.1 Background

With a rapid development in micro-nanoscale technology in the last couple of decades,
handling nanometric objects for building complex NEMS-based products has gained a
significant research interest. Since the human handling is not a feasible option (almost
impossible) at this particular scale, nanorobotics has been emerged as a new field to
tackle this critical issue. In general, Nanorobotics deals with the study, design and
application of robotic devices close to nanoscale. Specifically, it is concerned with ma-
nipulation and assembly of nano-objects using micro or macro devices and programming
of robots with overall dimensions at nanoscale [Req03]. It integrates together various
disciplines including nanofabrication processes that are used to produce nanoactuators,
nanosensors etc., nanorobotic assembly, self-assembly, nanomaterial synthesis, nanochar-
acterization and nanobiotechnology [DN07].

Being a new field, nanorobotics has been mainly classified into two research ar-
eas [Req03,Sit07]. The primary area concerns developing new methods for nanomanip-
ulation and assembly of micro-nanometric objects of interest. Here, the main idea is to
design and control large micro-nanorobotic systems that are able to handle nanomet-
ric objects with good precision [FE08, BF12]. These approaches are called as top-down
methods that use well-known processes from semiconductor industry to fabricate small
structures with optical lithography. On the other hand, the second area i.e. the bottom-
up approach is dedicated to manufacture new mobile robotic systems with various capa-
bilities whose overall size is in the range of few micrometers. The bottom-up strategies
are generally assembly-based techniques and include techniques such as self-assembly,
directed self-assembly etc. For developing these systems, the overall size is a major
constraint that makes it challenging to integrate different devices like actuators, sen-
sors etc. altogether. Even though the size miniaturization has been progressed recently
using microfabrication techniques, there exist a lot of difficulties in achieving further
miniaturizations. Due to this problem, not much work related to nanomanipulation has
been performed in this area. In the meanwhile, the former approach has turned out to
be one of the possible solutions for handling nano-objects.

In general, nanorobotic manipulation can be defined as the manipulation of nanoscale
objects where, contact and surface forces dominate the volume related properties affect-
ing: handling (pick, place, release etc.) and positioning (accuracy, rotation, orientation
etc.) operations. So far, considerable research has been performed towards the devel-
opment of these systems [Sit01]. A basic nanomanipulation system consists of nanoma-
nipulators (figure 2.1(a)) and platform stages for positioning, microscopes for task space
perception, handling devices such as microgrippers (see figure 2.1(b)), microprobes for
object grasping and different sensors that are integrated with gripper fingers to assist
the manipulation process. Apart from these, it also contains a programmed interface for
synchronous operation of all the system components. Basically, all these components
are mounted on a vibration isolation system to reduce the effect of external environ-
mental disturbances. Most of the time, the manipulation tasks are performed in high
vacuum conditions to prevent the sample contamination. The schematic diagram of a
basic nanomanipulation system is shown in the figure 2.2.
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(a) (b)

Figure 2.1: (a) Kleindiek MM3A robotic micromanipulator [Gmb] (b) FEMTO TOOLS
FTG 32 microgripper [Fem11].
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Figure 2.2: Schematic diagram of a basic nanomanipulation system.

2.1.1 Nanoscale imaging

In 1878, Ernst Abbe proved that the resolution of the optical microscope is limited by
the wavelength of light and the smallest detail that can be resolved is of the order of
few micrometers [Fre63]. With the two famous discoveries: the moving electron wave
properties by de Broglie in 1924 and the effect of magnetic coil on an electron beam by
Busch in 1926-27, many researchers started to work on imaging extremely small objects
with electron beam. In 1931, Max Knoll and Ernst Ruska from Technical University
of Berlin, Germany successfully built and demonstrated the first electron microscope
(figure 2.3).

Apart from electron microscopy that includes TEM and SEM, nanoscale imaging
can also be carried out using SPM (scanning probe microscope) technique that includes
AFM, STM (scanning tunneling microscope) and NSOM (near-field scanning optical
microscope). Except SEM that has been explained in the next section, the rest of the
imaging techniques are briefly explained below. A comparison of all these devices is
provided in the table 2.1.
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Figure 2.3: The first electron microscope demonstrated by Max Knoll and Ernst Ruska
in 1931 [Fre63].

Transmission electron microscope

Belonging to the family of electron microscopes, a TEM (figure 2.4) uses high energy
electrons for imaging. It was built by James Hillier and Albert Prebus at the University
of Toronto in 1938. It operates at high voltages ranging from 50−1000 kV and provides a
resolution up to 0.1 nm. With TEM, a beam of electrons are produced and transmitted
through an ultra-thin sample. Later, the unscattered electrons that are transmitted
through the sample hit a fluorescent screen at the bottom of the microscope producing
the image. By adjusting the voltage of the gun, the speed of the electrons can be
modified which inturn modifies the image. Generally, the images produced by TEM
are gray scale and can be interpreted as follows: the lighter areas represent the higher
number of electrons transmitted and the darker areas represent lower number and dense
areas on the sample. To use with TEM, samples need to be sliced thin enough for
electrons to transmit.

Scanning tunneling microscope

STM (figure 2.5) is the first type of SPM that was invented by Binnig and Rohrer
in 1982. The STM is comprised of a piezoelectric linear stage and an extremely fine
conducting probe that is held close to the sample surface. The probe tip is extremely
sharp formed by a single atom. This atomic sized tip is moved across the sample surface
in a raster pattern during which the electrons tunnel between the surface and probe
generating an electric signal. In order to maintain a constant signal, the probe is raised
and lowered during the scanning process. The current used to keep the signal constant
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Figure 2.4: Transmission electron microscope schematic diagram.

is used in generating the images. Similar to TEM, a STM is also capable of providing
atomic resolution. However, STM can be used only with conducting sample surfaces
and provides only surface topographical information.
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Figure 2.5: Scanning tunneling microscope schematic diagram.



14 Chapter 2

Atomic force microscope

The AFM (figure 2.6) was invented by Binnig, Quate, and Gerber in 1986 to overcome
the conductivity requirement associated with STM. Similar to STM, an AFM uses a
cantilever (made of silicon or silicon nitride) with a sharp tip (radius of few nanometers)
to scan the sample surface. When the tip is placed near the sample surface, the forces
between the surface and tip deform the cantilever according to Hooke’s law [BQG86].
In a typical system, this deflection is monitored by reflecting a laser from the top of the
cantilever on to an array of photodiodes. Based on the type of application, different
imaging modes (contact, non-contact, lateral force, phase imaging etc.) can be used
with AFM. The main advantage of AFM is that it can image any kind of surfaces. The
lateral resolution provided by an AFM is 1 nm.

LaserusourcePhotodiode

Microcantilever
TipSample

Piezou
element

Force

Surfaceuatoms

Tipuatoms

Figure 2.6: Atomic force microscope schematic diagram.

Table 2.1: Comparison of different microscopes used for nanomanipulation.
Property STM AFM TEM SEM

Imaging principle tunneling inter-atomic electrons electrons
electrons forces

Environment air / vacuum all vacuum vacuum
Dimension 3D 3D 2D 2D
Samples conductors All conductors conductors

semi-conductors semi-conductors semi-conductors
Resolution > 0.01 nm > 0.1 nm > 0.01 nm > 1 nm
Interaction non-contact non-contact / non-contact non-contact

contact

2.1.2 Nanomanipulation systems

The existing nanomanipulation systems can be broadly classified into different types
based on the starting point, manipulator-object interaction, utilized nanomanipula-
tor interaction and the technique used for overall system operation as shown in fig-
ure 2.7 [Sit01]. The first works on nanomanipulation are known to be performed in
1990 by Eigler and Schweizer [ES90], who managed to position individual Xenon atoms
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Figure 2.7: Classification of nanomanipulation systems provided by Sitti [Sit01].

in the shape of IBM logo on a single-crystal nickel surface at low temperatures using
STM(figure 2.8). Since then, many research groups started working on nanomanipula-
tion using AFM [SRPA95,HKS+98,VSZ04]. The main advantage of using the AFM as
a micro-nanomanipulator is its use of single sensor to sense force and 3D topography.
Many research groups have showed 2D precise positioning of nanoparticles or CNTs
(carbon nanotubes) on surfaces using contact pushing following a look and move control
scheme. However, the main difficulty comes in imaging and manipulating the object si-
multaneously in real time. To solve this, many works have used AFM probes with SEM
as it is capable of scanning at near real-time [EG94,FSF02,MWJF10]. Apart from using
AFM tips, many systems have used piezoelectric actuators for accurate nanopositioning
during nanomanipulation as they are capable of providing smaller displacements. These
devices are operated by varying voltage across the piezoelectric element. However, these
actuators suffer from a major problem of non-linear hysteresis.

For the first time, micro-nanomanipulation using a SEM has been reported and per-
formed by Hatamura and Morishita [HM90] and Sato et al. [SKMH95]. Their manipula-
tion system consists of two micromanipulators to manipulate micro-objects smaller than
100 µm. In their work, to achieve high positioning accuracy, piezoelectric actuators and
parallel plate structures are used. Yu et al. have presented a nanomanipulation system to
perform 3D manipulation and characterization of CNTs [YDS+99]. The manipulation is
performed in open-loop under slow-scan mode. Fukuda et al. has presented a 16 degrees
of freedom nanomanipulation system positioned inside a SEM chamber for the assembly
of nanodevices with multiwalled carbon nanotubes [FAD03]. Using this system, they
have performed the connections between nanotubes using EBID (electron beam induced
decomposition) and mechanochemical bonding. Thereafter, many research groups have
reported manipulation of CNTs under SEM [NA03,MHMB04]. In their work, Molhave
et al. have used microfabricated, electrostatically actuated tweezers for handling the
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Figure 2.8: A sequence of images taken during the manipulation and arrangement of
Xenon atoms [ES90].

nano-objects [MHMB04]. Fatikow et al. have presented an automated nanohandling
station inside the SEM chamber [FWH+07]. It consists of two multi degrees of freedom
mobile microrobots for positioning the specimen and the end-effector, a CCD (charge
coupled device) camera for monitoring platform movement and a touchdown sensor for
contact detection and depth estimation. With this setup, they have demonstrated an
automated task of handling TEM-lamellae using vision feedback. Considering the prob-
lem of using SEM images as feedback information i.e. too noisy with high scan speeds
and slow acquisition rate, recently Jasper has presented a new line scan-based posi-
tion tracking system that is integrated with SEM [Jas09, Jas11]. The new system can
determine the position of the objects using few line scans instead of acquiring global
image.

2.1.3 Applications of nanomanipulation

So far in the literature, nanomanipulation systems are widely used in many fields for
various applications. Some of them are listed below.

Biotechnology:
The development of new nanomanipulation techniques has given researchers the ability
to manipulate single biomolecules and to record mechanical events of biomolecules at the
single molecule level [IIY01]. It is also used for controlled manipulation of biological cells,
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molecules and tissues, DNA (deoxyribonucleic acid), proteins, adenovirus etc. [GMN+99,
GFM+00]. Besides, it is also used for measuring the twisting and bending compliance
of DNA [Was03].

Material science:
Nanomanipulation plays an important role in building new materials and for analyzing
the material properties such as friction, adhesion, electrical, optical etc. As mentioned
earlier, many research groups have been working on manipulating and assembling of
CNTs. The recent research investigations on CNTs report many suitable properties
to use them in nanoscale electronics, mechanics etc. Apart from property analysis,
nanomanipulation is also used in preparing samples such as TEM lamella (figure 2.9),
nanowires etc.

Figure 2.9: TEM sample lift-out using an extraction needle [Nan12].

Apart from the above mentioned applications, nanomanipulation has also its appli-
cations in computer technology for data storage [BDD+99,JJJ+09].

2.2 SEM Imaging

The SEM is a most widely used instrument of all the available electron microscopes. One
of the most important aspects of SEM is its ability in producing the images of three-
dimensional specimens at high magnifications and high resolution (better than 1 nm).
Unlike optical microscopes, a SEM produces images of a sample by raster scanning the
sample surface with a focused beam of high energy electrons. In this section, various
details regarding the SEM instrumentation and its operating principle are explained.

2.2.1 SEM components

The basic architecture along with the major components present inside a SEM electron
column is shown in the figure 2.10. All these components perform different roles in
generating the electron micrographs. The main components are described below and
more details can be found in [GNJ+03].
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Figure 2.10: Conventional SEM architecture illustrating various components.

Vacuum system
A vacuum system is one of the mandatory requirements when working with elec-
tron beam. It is mainly responsible to avoid collisions between electrons and the
extraneous gas molecules and protecting the filament from oxidation. Without ad-
equate vacuum inside the SEM column, an electron beam can neither be created
nor controlled. Typically, most of the available SEMs operate at vacuum of 10−4

to 10−6 Torr. In order to achieve this pressure, two types of pumps are used: low
vacuum pump or roughing pump and oil diffusion pump. Roughing pump is a
type of mechanical pump that provides pressure down to 10−3 Torr and thereafter
high vacuum is achieved by oil diffusion pump.

The electron gun
An electron gun (see figure 2.11) is comprised of an electron emitter, a Wehnelt
cylinder and an anode. Available electron guns with present day SEMs are con-
ventional electron guns using Tungsten (W) hair-pin, or lanthanum hexaboride
(LaB6) tips and field emission guns (FEG) . With the conventional guns, a sta-
ble number of electrons are emitted by supplying the necessary filament heating
current. On the other hand, FEG (cold emission source) uses the difference in the
potential between cathode and anode to excite the electrons. The Wehnelt cylin-
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der that encloses the filament acts as a cathode. It contains a small hole in the
center through which the generated electrons are centered and exited. Finally, a
positively charged anode that is rested under the Wehnelt cap is used to accelerate
the electrons. The portion of the electrons that passes through the anode is called
as beam current. In general, the acceleration voltage that is supplied to anode
varies from less than 1kV to 30kV . A high value for acceleration voltage reduces
the beam diameter and increases the resolution. But a too high value leads in
charging up and damaging the specimen.

Wehnelt 
cylinder

 Filament

 Anode

Figure 2.11: Schematic diagram of a SEM electron gun showing various components.

Electromagnetic lenses
The two sets of electromagnetic lenses that are available in an electron column are
the condenser lenses and the objective lenses. Condenser lenses lying above the
aperture strip are mainly responsible for controlling the electron concentration and
the diameter of the beam. Objectives lenses that are present under the aperture
converges the incoming beam and focus it on the sample surface.

Objective aperture
It is a metal rod holding a thin metallic strip (aperture strip) containing small
holes (apertures) of different diameters. It is mainly responsible to filter the low
energy and non-directional electrons. The aperture size is selected based on the
type of the work. For low magnifications a larger aperture can be used and for
high resolution imaging a small aperture is required. However, a smaller aperture
leads in dark images as the count of the electrons interacting with sample surface
is less.

Scan coils
The two sets of scan coils that are available in the electron column are used to
raster the electron beam in both horizontal and vertical directions on the sample
surface. The first pair deflects the beam off the optical axis and the second pair
bends the beam back on to the axis at the pivot point of the scan (see figure 2.12).
Apart from scan generation, they are also used in controlling the magnification of
the instrument.
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Figure 2.12: Beam deflection by scan coils inside the SEM.

Electron detectors
In general, a SEM consists of various detectors each of which is used to collect
different types of emitted electrons. The commonly used detectors are SE detec-
tor and BSE detector. Two types of SE detectors are available with the modern
SEMs. The primary type is the most commonly used Everhart-Thornley detector
that is fixed to the side walls of the chamber (see figure 2.13). It works by at-
tracting the emitted secondary electrons by a positive potential applied to a ring
around the detector. The second type is in-lens detector that is fixed alongside
the electromagnetic lens. BSE detectors are located just below the pole piece of
the object lens and collects the emitted back scattered electrons.

Figure 2.13: SEM chamber showing the secondary electron detector and mobile platform
to place samples.

Positioning platform
A movable positioning platform is placed in the lower part of the SEM electron
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column and is used to load the specimen. It can be controlled using a joystick
and contains translational (X, Y , Z), rotational (around Z) and tilt (horizontal)
movements. It is mainly responsible for better positioning the sample such that it
is well exposed to the electron beam.

2.2.2 Operation principle

Before dealing with the actual image acquisition process, it is important to know the
electron beam interaction with the specimen surface and the emission of various signals
that are resulted during this process.

Beam - sample interaction

When a focused beam of electrons hits the sample surface, they penetrates into it for
some distance (about 1µm) before hitting another particle. These incident electrons are
greatly scattered resulting in elastic and inelastic scattering inside the sample forming a
region called as interaction volume1. Elastic scattering results in BSEs (back scattered
electrons) where as inelastic scattering produces SEs (secondary electrons), Auger elec-
trons and X-rays. Figure 2.14 shows the interaction of electron beam with a specimen
surface and signal emission. The resulted electrons are recorded at their respective de-
tectors. Out of all the emitted signals, SE and BSEs are the most widely used ones and
are explained below. More information about SEM interaction volume can be found
in [GNJ+03,Rei98].

Electronubeam

Augerue-

Sampleusurface

Secondaryue-

Characteristic
uX-rays

Backuscatteredue-u

BremssrahlunguX-rays

Electron
interaction
volume

Figure 2.14: Interaction volume and signal emission.

1The resulting region over which the incident electrons interact with the sample to produce different
signals is termed as interaction volume. Its volume depends on the beam acceleration voltage, specimen
topography and the angle of incidence of the primary beam.
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Back scattered electrons: These are the original beam of electrons that are escaped
after the beam-sample interaction. These electrons have approximately the same energy
as that of the primary ones and are easy to record. The images formed using the BSEs
provide compositional differences, specimen topography, crystal orientation and grain
boundaries. Figure 2.15(b) shows the BSE image of a fractured aluminium alloy.

Secondary electrons: These electrons are produced when an incident electron ex-
cites a weekly bonded outer shell electron (in conductors) or a valence electron (in
semi-conductors and insulators). During this process the electrons from the specimen
receive kinetic energy from the incident electrons and start moving towards the surface.
Mostly, the SEs are emitted by the atoms near the specimen surface. Moreover, the num-
ber of SEs is greater than the incident electrons due to the multiple scattering events
which subsequently increase the signal level. So with SE mode, the spatial resolution
in an image is high. The images formed using the SEs provide surface topography and
morphology. Figure 2.15(a) shows the SE image of a fractured aluminium alloy.

(a) (b)

Figure 2.15: (a) SE image and (b) BSE image of a fractured alluminium alloy [Mik04].

Image acquisition

The image acquisition process starts with the beam generation. Initially, an accelerat-
ing voltage is supplied to the electron gun to produce the electrons. These electrons
that are redirected by the anode traverse the electron column vertically. The series of
electromagnetic lenses and apertures present in the electron column control the beam
diameter and focus it on to the sample surface. Finally, to acquire an image, a region
on the sample surface has to be scanned by the electron beam in both horizontal and
vertical directions with a great speed. This is then performed by the scan coils (one for
each direction) by varying the current passing through them as a function of time. As
a result of the beam interaction with sample surface, different signals are emitted. The
resulted electrons are recorded at their respective detectors and then the gathered in-
formation is amplified, digitized and recorded as an image. As the electrons wavelength
is much smaller than visible light, no color image can be produced using a SEM. Here
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an interesting fact about SEM is, unlike optical systems no lens is directly involved in
image acquisition. Figure 2.16 shows the image formation process in SEM.

electron 
beam

Area scanned on sample Pixels displayed on the monitor

Secondary
 electrons

Detector

Image acquisition system

Figure 2.16: Image formation process in a SEM.

In SEM, each pixel is captured individually in a quick succession. The intensity
value of a pixel depends mainly on the interaction position of the beam on the sample
surface. For a scan length N on the sample surface, the generation of one raster line R
is given by equation (2.1).

Rn =
N∑
i=1

I(xn, yi) (2.1)

where, n = 1 to M lines, x and y are the row and column indices of the interaction point.
The total time taken (tn) to produce one raster line is given by equation (2.2).

tn = Ntpn+ (n− 1)tld (2.2)

where, tp is the time to produce one pixel given by tD + td, tD is the dwell time2, td
is the time delay between the pixels and tld is the line delay between two raster lines.
At n = M , tn becomes the time to produce one single scan image. Besides, the size
of a pixel depends on the size of the beam (spot size or probe size) hitting the sample
surface. It can be controlled by changing the current passing through the condenser
lens. Spot size mostly affects the image resolution. Higher is the spot size, lower is the
image resolution. Typically, higher spot sizes are used for low magnification imaging.
The magnification in a SEM can be changed by changing the excitation voltage through
the scan coils and it is defined as the ratio of the length of the scan on the monitor to
the length of the scan on the sample surface.
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Figure 2.17: Experimental environment showing the hardware set-up.

2.3 Experimental hardware set-up

The hardware set-up architecture used for this thesis is shown in the figure 2.17. It
consists of a JEOL JSM 820 SEM, an image acquisition system along with a SEM control
computer and a work computer. The JEOL JSM 820 is a state-of-the-art tungsten source
SEM. Its electron column is equipped with all the elements explained in previous section
and its objective aperture strip contains 4 apertures of diameters 100 µm, 70 µm, 50 µm
and 30 µm respectively. The accelerating voltage for the SEM varies from 0.3 kV to
30 kV and the achievable resolution at 30 kV is 4.5 nm. The magnification of the SEM
varies from 10× to 100, 000× and the maximum allowable electronic working distance is
50 mm. The SEM chamber is equipped with a mobile platform that can be controlled
externally using joystick. For this work, a new piezo positioning platform, TRITOR
100 (from piezosystemjena [Pie13]) having 3 degrees of freedom (X, Y and Z) has been
mounted on the already available platform (see figure 2.13). It is vacuum compatible
and is capable of producing motion up to 100 µm on all the three available axes with
a resolution of 0.2 nm in open loop. Different axes of this piezo positioning stage are
controlled by the NV 40/3 piezo voltage amplifier (from piezosystemjena [Pie13]). It
also provides the facility to control the stage axes from remote work computer via serial
port interface. Apart from these, a 3 degrees of freedom robot manipulator (Kleindeik
MM3A) system is planned to fix inside the SEM vacuum chamber. The end effector

2Dwell time is the time taken by the beam to scan one pixel.
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of the manipulator will be equipped with a FT G-32 force sensing microgripper (from
Femto tools [Fem11]). The maximum opening between the fingers of the gripper is
30 µm and their movement can be controlled by varying the actuation voltage. The
incoming readings from the force sensors are recorded using a National Instruments
data acquisition device (NI 6008 USB). Both the manipulator controller and gripper
controllers are interfaced with the work computer.

The SEM control computer is solely responsible for controlling the microscope. It is
connected to the image scanning system (DISS5) via USB and SEM electronics. The im-
age scanning system provides an interface that runs from the SEM computer. It enables
different functionalities for beam control (acceleration voltage, spot size, focus, magni-
fication etc.) and manual image acquisition with a chosen dwell time. The maximum
possible resolution of an image is 16, 384 × 16, 384 pixels and the maximum achievable
acquisition speed is 3.1 frames per second using a dwell time of 360 ns. A software
application to perform automatic image acquisition and control has been designed and
is explained in the chapter 6. On the other side, work computer is purely dedicated for
performing the control operations using the images acquired from SEM computer.

2.4 Conclusion

Now, we have gained sufficient knowledge related to the concepts of nanorobotics,
nanomanipulation systems and imaging at nano scale. Since manual control is a dif-
ficult and tiresome task at this particular scale, using vision information seems to be a
feasible solution. Up on comparing all the available imaging systems, SEM is proved to
be more appropriate tool for performing real time manipulation tasks due to its high
working range and the capability of providing near real time image feedback with high
depth of field, high magnification and high resolution. However, it possess some major
limitations and the most important one is the image quality that depends on the scale
and speed of imaging and type of the material used. Added to this, time varying dis-
tortion (explained in the next chapter) that is usually observed at high magnifications
is another critical problem. So, in order to overcome some of these problems associated
with SEM to use it for nanomanipulation, we propose some methods and solutions that
are detailed in the next chapters.
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Chapter 3
Image analysis and time-varying
distortion calibration in SEM

As a vision sensor, SEM performs a vital role in autonomous micro-nanomanipulation
applications. Unlike optical microscopes, a SEM produces images of a sample by raster
scanning the sample surface with a focused beam of electrons. When it comes to the
sub micrometer range and at high scanning speeds, the images produced by the SEM
are noisy and need to be corrected or evaluated before using them. Moreover, SEM im-
age acquisition is mostly affected by the time varying motion of pixel positions in the
consecutive images, a phenomenon called drift. In order to perform accurate measure-
ments, it is necessary to compensate this distortion (drift) in advance. In this chapter,
we present the methods to evaluate the SEM imaging quality along with the time varying
distortion compensation. Various experiments have been performed at different operating
conditions and the results are presented.

27
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3.1 Image quality estimation and monitoring

As mentioned in the previous chapter, the images produced by SEM are the result of the
electron beam interaction with a sample surface. These images are capable of providing
minute details of the scanning surface. However, with fast scanning rates, the images
are too noisy and need to be evaluated or corrected before using them. This section
provides the information of noise in SEM imaging along with various noise estimation
methods and discusses the quality evaluation at different operating conditions.

3.1.1 Noise in SEM imaging

In most of the cases, SEM image acquisition is said to be affected by the addition of
noise during beam production, its interaction with the specimen surface and also due to
the presence of instabilities in the electron column [Rei98]. The primary source of noise
present in a SEM image is due to the number of electrons interacted with the specimen
surface and the number of emitted electrons recorded at the detector. This type of noise
is characterized as shot noise and grow in proportion to the useful signal. It is added
due to the fluctuations in the count of emitted primary beam electrons. This type of
noise follows Poisson distribution. For SEMs with thermionic guns, this shot noise is
more [STP04]. Timischl et al., [TN+12] have described five sources of noise in a SEM:
primary emission, secondary emission, scintillator, photocathode, and photomultiplier.
They have showed every noise correspond to quantum fluctuations and can be modeled
by Poisson statistics. However, in most of the cases the noise added by the detection
system is considered to be highly negligible [GNJ+03]. Mulapudi and Joy [SD03] have
showed empirically that in a thermionic gun SEM, final image noise follows Gaussian
statistics but not Poisson statistics. In order to generate virtual SEM images, Cizmar
et al. [CVMP08b] have considered that the final image noise is an addition of a Poisson
distribution representing primary emission and a Gaussian distribution representing the
others types of noise in the SEM (secondary emission and electronics). Since these
previous investigations create ambiguity in selecting the type of noise, in this work, we
first study the final image noise. Apart from the above mentioned noises, noise also arises
due to the charge-up of specimen surface, alignment variation of electron beam or sample.
This type of noise mainly results in gray level fluctuations in the images [Rei98]. Noise
is also added due to the external disturbances such as stray magnetic field, mechanical
vibrations etc. These types of noises can be seen as image artefacts. Figure 3.1 shows
the effect of a short mechanical impulse to the SEM electron column on imaging process.

Practically, noise variation can be determined by acquiring images with varying dwell
time. If the dwell time increases, the level of noise decreases as the beam will spend
more time at the particular location. However, with the increase in dwell time, the
time to capture one frame increases which is not an acceptable constraint for high speed
visual tracking applications. Also, if a sample surface is scanned for a long time by
electron beam, the surface may get contaminated and unusable [VP05]. The plot shown
in figure 3.2 details the relation between acquisition time and dwell time. Figures 3.3(a)
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Figure 3.1: Effect of mechanical vibrations on SEM imaging.

and 3.3(b) show two different frames of silicon micro parts captured at 2.9 µs/pixel and
92.9 µs/pixel dwell times respectively.
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Figure 3.2: Scan time vs. acquisition time with JEOL SEM.

3.1.2 Study of final image noise

As mentioned, noise sources are numerous in SEM imaging and each contribute in-
dependently towards the final image formation. At the first hand, there are random
statistical fluctuations in the primary and secondary electron emissions which produce
shot noises independent from one pixel to another and depends on the material being
used for imaging. Generally this type of noise satisfies the Poisson statistics:

f(λ) =
µλ

λ!
e−µ (3.1)
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(a) (b)

Figure 3.3: Images of silicon micro parts acquired at (a) 2.9 µs/pixel and (b) 92.9
µs/pixel.

where, λ the number of occurrences of the events and µ is the mean signal level. However,
if the mean number of events is large enough (µ >10), the Gaussian distribution is a
good approximation for the Poisson distribution. On the other hand, we have also noise
added by the detection and recording system. Apart from this, noise is also added by the
photomultipliers where they emit some signal even in the absence of original signal. This
noise is due to the thermal fluctuations in the photocathode. Upon considering all these
noises, the final image noise n(x, y) at the pixel (x, y) is a result of superposition of all
these partial noises. Under the central limit theorem this final noise can be approximated
with Gaussian statistics [Bov10].

In order to find out the distribution followed by the final image noise, we have
conducted the initial tests by imaging the microscale calibration rig (gold on silicon)
shown in figure 4.9 at two different scan times (180 and 360 ns/pixel). It is performed
by computing the noise distribution with in a single image region. Two plain image
regions are selected for each image where, one region contains only gold and the other
contains only silicon. Figures 3.4(a) to 3.4(d) show the intensity histograms along with
the fitted distributions (Gaussian and Poisson) for gold and silicon regions at different
scan times.

After analyzing the obtained results, it is clear that any of the two distribution curves
(Poisson and Gaussian) do not fit correctly with the real pixel intensity distributions.
However, Gaussian distribution seems to provide better fit than Poisson distribution
which can be clearly seen with the intensity histograms especially with silicon regions.

3.1.3 Noise estimation and SNR quantification methods

To assess the quality of acquired frames, image signal-to-noise ratio (SNR) has been
selected as an evaluation parameter in this work. SNR is a commonly used term in
the field of signal processing to differentiate or estimate the level of noise present in a
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Figure 3.4: Intensity histograms with approximated distributions for (a) and (c) gold
regions (b) and (d) silicon regions for the images acquired at 180 and 360 ns/pixel.

recorded signal [BMC04]. In general terms, it is defined as the ratio of desired signal
over background noise. Following the industry standards, SNR can be computed as in
equation (3.2).

SNR , 10log10

{
variance(Signal)

variance(noise)

}
(3.2)

And if a signal S is known to be bounded, Smin ≤ S ≤ Smax, then the SNR can be
computed using equation (3.3).

SNR , 20log10

{
Smax − Smin
std(noise)

}
(3.3)

In general, for high quality images this ratio is often very high (> 25 dB). Opera-
tionally, high SNR values can be achieved by increasing probe current or by decreasing
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scanning frequency. In order to compute the SNR using above formulae, it is mainly
required to estimate the level of noise added during the final image formation. The other
possibility can be by using the auto-correlation technique.

So far in the literature, many research works have proposed various methods using
two scan images for the computation of SNR using auto-correlation technique1 [Era82,
LFSK06, SLLT09, SNT11]. These methods require two images that are needed to be
perfectly aligned and are obtained by scanning the same specimen area. In addition,
they require long processing time and are complex to integrate and use with real time
systems. Sim et al. [SCC04] have proposed a mixed Lagrange time delay estimation
autoregressive (MLTDEAR) model for estimating the SNR using a single image. Apart
from the correlation-based methods, noise in the images can be reduced by performing
the frame averaging or by applying filters. Tai et al. [TY08] have proposed a method
to estimate the noise in digital images using a first-order gradient-based edge detection
algorithm and a Laplacian operator. A method to estimate and minimize the noise by
adding external hardware circuits or electronics to the detectors inside SEM is proposed
in [JJK11] and the methods for image denoising using the total variation algorithms are
explained in [VO96, OSR12]. A thorough evaluation and comparison of various noise
estimation methods has been provided by Olsen [Ols93]. In his work, Olsen has used six
different techniques that are later categorized into two methods: filter-based methods
and block-based methods for estimating the standard deviation of the image noise. He
concluded that the filter-based methods, especially the one using median filter provide
better results than the block-based methods. Many other researchers have come up with
different approaches for noise variance estimation; and most of them are based on the
filter-based technique [Imm96, RLU99, PTWZ10]. Different noise reduction techniques
along with the SNR computation methods that are most widely used are explained
below.

Frame averaging

Frame averaging is one of the most simple and commonly used noise reduction techniques
with digital imaging. Most of the modern days SEMs comes with a hardware unit to
perform frame averaging before an image is displayed on a monitor. It produces better
quality images by averaging N number of frames from which the noise is averaged
among the frames and the final image f(x, y) displayed is an outcome of this process.
Theoretically, the process can be described as in equation (3.4).

f(x, y) =
1

N

∑
K

fi(x, y) (3.4)

However, the main disadvantage associated with this technique is that the final image
is produced after averaging previously acquired frames henceforth increasing the overall
image acquisition time.

1Auto-correlation technique was first proposed by Frank and Ali [FAA75].
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Image filtering

Apart from averaging the acquired frames, noise can also be reduced by convoluting an
image with a spatial filter mask. These methods are software dependent and the overall
processing time depends on the size of the applied filter mask. The idea behind these
methods is straight forward i.e. good quality images are produced by substituting the
intensity value of each pixel by a value determined by the filter mask. These methods
are further classified into linear filtering and nonlinear filtering based on the behavior of
the applied mask. Linear filters perform noise reduction by averaging the pixels present
in the filter neighbourhood. The output response R of a filter w(k, l) of size P × Q on
the image f(x, y) is given by equation (3.5).

R =

P∑
k=1

Q∑
l=1

w(k, l)f(x− k, y − l) (3.5)

However, they also eliminate important image feature details like edges that are vital
for object tracking. On the other hand, nonlinear kernels provide noise reduction with
considerably less smoothing than linear kernels and preserve important image details.
The best known nonlinear filter is the median filter for its ability in filtering the random
noise and preserving the image details [GW08,CCR08,PTWZ10].

The median filter was initially introduced in signal processing by Tukey [Tuk74].
Statistically, a median for a given vector of values is the middle value after sorting. In
image processing, median filtering is performed by selecting a neighborhood size for the
mask and moving this mask through all the pixels present in the image. The filtering
is provided within a local kernel neighborhood by sorting the pixels according to their
intensity values and by replacing the corresponding pixel with a median value. Figure
3.5 shows the concept of median filtering in image processing.
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Figure 3.5: Concept of median filtering in image processing.
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SNR estimation using auto-correlation function (ACF)

As mentioned earlier, one of the traditional ways to estimate the SNR is by using cross-
correlation of two microscopic images acquired by scanning the same specimen area.
From this, the correlation coefficient ρ12 can be computed using equation (3.6).

ρ12 =
φ12(0)− µ1µ2

σ1σ2
(3.6)

where, φ12(0) is the correlation peak value of the two perfectly aligned images and µ1,
µ2, σ1, σ2 are the mean and variance values of the two images, respectively. Then the
SNR is formulated as in equation (3.7).

SNR =
ρ12

1− ρ12
(3.7)

Considering the main drawback of acquiring two perfectly aligned images, Thong
et al. [TSP01] proposed a method to compute the SNR using single image assuming
the noise in the image is additive white noise. The noisy image of gold on carbon
sample shown in figure 3.6(b) formed by adding white noise of 20 dB to figure 3.6(a)
is used for the demonstration. The ACF values of the noisy image are plotted on a
three-dimensional grid and are shown in figure 3.7(a). Now the objective is to estimate
the noise-free peak in order to differentiate the noise from noise free image. This can
be performed by using polynomial approximation [Smy97]. Other available estimation
techniques are piecewise cubic interpolation [KMNF89], spline interpolation [SM98] and
autoregressive moving average (ARMA) model [BD91]. Estimated noise and noise-free
peaks are shown in figure 3.7(b). Once the noise-free peak is estimated the SNR can be
computed using equation (3.8).

SNR =
noise free peak−mean(pixels)2

noise peak− noise free peak
(3.8)

Although this method provides good results, the accuracy of the method is highly
dependent on the noise free peak estimation and the nature of the images. Apart from
that, the overall processing time is more which makes it difficult to use it with real time
applications.

In order to overcome the drawbacks associated with auto-correlation methods, we
develop a simple and robust filter-based method using median filter to estimate the
amount of noise and to compute the SNR using a single image. The developed method
is explained in the next section.

3.2 Proposed method of SNR estimation

3.2.1 Presentation of the method

From the previous study, we assume that the acquired image g(x, y) of silicon microparts
sample shown in figure 3.3(a) is formed by the addition of spatially uncorrelated additive
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(a) (b)

Figure 3.6: (a) Assumed noise free image of gold on carbon sample (b) Image formed
after adding Gaussian noise of 20dB to (a).

(a) (b)

Figure 3.7: (a) ACF curve obtained for the image shown in figure 3.6(b) (b) noise peak
and the estimated noise-free peak (for demonstration single side of ACF curve is shown).

noise n(x, y) to the original image f(x, y) and is given by equation (3.9).

g(x, y) = f(x, y) + n(x, y) (3.9)

The primary step is to adjust the contrast of the image which can be performed by
using histogram equalization. This is optional as most of the present day microscopes
come with an integrated module to perform this task during image acquisition. Next,
the median filter mask of appropriate size is selected based on the total amount of
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processing time and the amount of blurring. The amount of blurring has been computed
by calculating the mean squared error (MSE) between the original image and the filtered
image f̂(x, y) using equation (3.10).

MSE =
1

MN

M∑
x=1

N∑
y=1

(f(x, y)− f̂(x, y))2 (3.10)

where, M and N are the image dimensions. The artificial noise free and noisy images
(Figures 5(A) and 5(B)) of gold on carbon generated by Artimagen library [CVMP08b,
CVMP08a] are considered for this purpose. It is a library provided by the National
Institute of Standards and Technology (NIST) to produce artificial SEM images with
varying noise. The additive Gaussian noise with a standard deviation equal to 0.07 has
been added to generate a noisy image. The MSE between original image and noisy image
is found to be 110.30. Table 3.1 summarizes the computed MSE values using filters of
different size. Figures 3.9(a)-(d) illustrates the blurring details. The plots shown in
the figure are the intensity values of the original image and filtered image along the
horizontal line (colored in red) shown in the figure 3.8(a). The plots clearly show the
effect of blurring.

(a) (b)

Figure 3.8: Artificially generated (A) noise free and (B) noisy images of gold on carbon
using Artimagen library. The horizontal line (red) in (A) is the used image profile to
analyze the filter response.

In order to accelerate the overall process, a fast sorting algorithm is used in devel-
oping the median filter. Table 3.2 shows the total processing time for an image of size
512× 512 pixels using different kernel sizes (implemented in C++).

Now, the goal is to filter g(x, y) by applying the median filter to find a closest estimate
f̂(x, y) of the original signal image f(x, y). Thus

f̂(x, y) = median {g(s, t)} (3.11)
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Table 3.1: Computed MSE values for various filter sizes.
Filter Size MSE

3 × 3 23.4

5 × 5 22.6

7 × 7 41.1

9 × 9 74.8
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Figure 3.9: Plots of intensities along the red line shown in figure 3.8(a) after filtering
with (a) 3× 3 (b) 5× 5 (c) 7× 7 (d) 9× 9.

where (s, t) are the local filter neighborhood pixel coordinates and (s, t) ∈ g(x, y). For
this work a filter of size 5 × 5 pixels has been used. Figure 3.10(a) shows the filtered
image f̂(x, y) of figure 3.3(a). In-turn this filtered image is subtracted from the original
image to produce a noise image n(x, y) given by (3.12) as shown in figure 3.10(b).

n(x, y) = g(x, y)− f̂(x, y) (3.12)

Using the estimated noise free image f̂(x, y) and noise image n(x, y) the SNR is
computed following the industrial standards as in (3.13).

SNR , 20 log10

{
std(f̂(x, y))

std(n(x, y))

}
(3.13)
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Table 3.2: Total processing time for different filter sizes.
Filter Size Processing time (ms)

3 × 3 15.6

5 × 5 17.2

7 × 7 30.4

9 × 9 31.3

11 × 11 34.5

13 × 13 39.5

15 × 15 46.9

17 × 17 48.3

(a) (b)

Figure 3.10: (a) Filtered image of figure 3.3(a) using median filter (b) Noise image
formed after subtracting (a) from figure 3.3(a).

3.2.2 Precision testing of the developed approach

The precision of the developed method is tested by using a noise free image and by
corrupting it with a known amount of noise. Later the SNR values of the corrupted
images are computed using the proposed method and are compared with the known
values. The noise free image has been generated using Artimagen library.

Figures 3.11(a) and 3.11(b) show the noise free and corrupted images with a white
Gaussian noise of 20 dB. Table 3.3 summarizes the computed values along with the
percent error and MSE computed between the filtered image and the original image.
From Tables 3.1 and 3.2, it can be seen that filter size of 5 × 5 establishes a good
compromise between accuracy and time of SNR computation with the current setup.
With another experimental setup, the choice may vary. Upon testing the precision of
the developed method in estimating the original SNR, the mean variation of the error
is comparatively less for 5× 5 filter (Table 3.3) and the percent error is less than 10 in
most of the cases (with a filter size of 5× 5). However, with high amount of noise in the
image (especially for SNR < 12 dB) the percent error is more than 10. This is mainly
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(a) (b)

Figure 3.11: The artificial noise-free and noisy images of gold on carbon sample produced
by Artimagen. Noise image is formed after adding a white Gaussian noise of 20 dB.

Table 3.3: Known and computed SNR values using the developed method for artificial
gold on carbon image with different filter sizes.

Known (dB)
3× 3 5× 5 7× 7

comp err % comp err % comp err %

10 15.18 51.82 12.35 23.53 10.82 8.23
11 15.45 40.46 13.05 18.63 11.43 3.96
12 15.75 31.27 12.81 6.82 12.27 2.27
13 16.80 29.24 13.75 5.82 12.74 1.92
14 16.51 17.95 14.55 3.99 13.88 0.80
15 17.38 15.90 15.33 2.23 14.52 3.15
16 17.76 11.02 16.16 1.02 15.43 3.54
17 18.17 6.93 16.89 0.63 16.23 4.48
18 19.12 6.27 18.01 0.06 17.28 3.97
19 19.87 4.62 19.07 0.37 18.12 4.60
20 20.88 4.40 19.65 1.74 19.06 4.95
21 21.76 3.63 20.70 1.41 20.00 4.74
22 22.53 2.41 21.41 2.66 20.96 4.71
23 23.45 1.97 22.42 2.48 21.73 5.49
24 24.58 2.45 23.30 2.89 22.59 5.86
25 25.33 1.34 24.26 2.93 23.52 5.89
26 26.24 0.93 25.13 3.31 24.48 5.84
27 27.21 0.81 26.05 3.48 25.16 6.78
28 28.06 0.23 27.03 3.44 25.97 7.22
29 28.99 0.01 27.87 3.86 26.72 7.85
30 29.95 0.14 28.74 3.89 27.47 8.42
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due to the inability of median filtering in the presence of high amount of noise. In fact,
a median filter is able to remove noise in the images only if the noise pixels are less than
one half of its neighborhood. This is the reason why a 3x3 filter provides poor error and
a 7 × 7 filter provides better error than a 5 × 5 filter (for some conditions). However,
from the performed experiments with our system, it has been found that the SNR level
is more than 14 dB in all cases.

3.3 Image quality evaluation in SEM at different operating
conditions

This section presents the evaluation results of the SEM image quality variation at dif-
ferent operating conditions. For most of the experiments conducted, the images are
acquired from JEOL JSM 820 SEM and for all tests, the method explained above has
been used for SNR estimation.

3.3.1 Quality evaluation with respect to the dwell time

(a) (b)

Figure 3.12: Sample images of gold on carbon obtained at (a) 720 ns/pixel (b)
11500 ns/pixel.

Initial tests are performed to evaluate the image quality with a change in the dwell
time. It is a well known fact that the SNR increases with increase in dwell time. This ex-
periment has been performed in order to test and support this statement. Nine different
SE images of the gold on carbon sample (at 25, 000× magnification) and gold on silicon
(at 1, 000× magnification) are acquired with different dwell times . Figures 3.12(a) and
3.12(b) show two sample images of gold on carbon acquired at different dwell times. The
acceleration voltage, aperture size and the working distance used for this test are 10 kV ,
50 µm and 9.3 mm respectively. Figure 3.13 shows the SNR variation with respect to
the dwell time.

From the obtained results, it is clear that the image quality increases with increase
in the dwell time. This phenomenon can be explained as that the increase in dwell time
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Figure 3.13: SNR evolution with respect to dwell time.

reduces the overall raster rate and increases the amount of time the beam spends at a
particular location. Because of this, the electron count recorded at the detector increases
subsequently improving the image quality.

3.3.2 Quality evaluation of two different SEMs

Various experiments have been performed to evaluate the image quality of two different
SEMs at varying times. Along with the images from our JEOL SEM (tungsten filament),
the images acquired from a Carl Zeiss SEM (FEG) have been used for this test. The
specimen used for imaging is a standard resolution gold on carbon sample. Selected
image size is 512× 512 pixels. These images are acquired using an accelerating voltage
of 10 kV for the magnification ranging from 10k× to 100k× with a step of 5k. For
each magnification, 20 images are acquired with a sampling time of 30 seconds for each
image. The image quality is then evaluated off-line with respect to the time. The plots
shown in figures 3.14(a) and 3.14(b) depict the comparison of SNR evolution of the two
instruments with respect to the time at 40, 000× magnification and figures 3.15(a) and
3.15(b) show the comparison results at 70, 000× magnification.

The obtained results show that the level of noise reduces with increase in time thus,
increasing the overall quality of images. This phenomenon is a result of increase in the
filament temperature and the count of electrons produced by the electron gun over time.
Moreover, it is clear that the level of SNR with FEG SEM is higher than the tungsten
filament gun SEM.

3.3.3 Quality evaluation with respect to magnification

This test has been performed to monitor the SNR evolution with a change in the mag-
nification. For this test, two samples are used: gold on carbon and gold on silicon
calibration rig. Using gold on carbon sample, 20 images are acquired, one for each mag-
nification ranging from 10k× to 30k× (step = 1000) and with calibration pattern, the
images are acquired for the magnification ranging from 250× to 1000× (step = 10). The
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Figure 3.14: SNR vs. acquisition time at 40, 000× magnification for (a) tungsten gun
SEM (b) FEG SEM.
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Figure 3.15: SNR vs. acquisition time at 70, 000× magnification for (a) tungsten gun
SEM (b) FEG SEM.

used dwell time is 360 ns/pixel. Figures 3.16(a) and 3.16(b) show the evolution of the
SNR with respect to magnification.

From the obtained results, the evolution of the SNR with respect to magnification is a
nonuniform decreasing function for both samples. With an increase in the magnification,
since the size of the monitor (image) is fixed, the size of the scan area is narrowed and
the surface corresponding to scan a pixel reduces. Therefore, the area of the gold region
that actively participates in generating the dominant quantity of original signal reduces
due to which the SNR reduces. This phenomenon mostly depends on the material of
the sample used for imaging.
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Figure 3.16: Evolution of SNR with respect to magnification for (a) gold on carbon (b)
gold on silicon.

3.3.4 Quality evaluation in real time

In this test, the SNR quantification and image quality estimation is performed directly
during the time of image acquisition. This mode mainly allows observing the variation
in noise and thus image quality with increase in the instrument operational time. For
this test, the sample used is a silicon wafer containing the micro-parts of dimensions
6 µm × 6 µm × 2.5 µm (see figure 3.3(b)) and the image size is 512× 512 pixels.

Initially, an acceleration voltage of 10kV and a magnification suitable for the ap-
plication (in our case 5000×) are selected using the SEM software interface running
in work PC. Both server and image acquisition process are started immediately after
supplying the accelerating voltage to the filament and the secondary electron detector is
turned on. The total operational time selected is ∼ 55 minutes. As the overall operating
time is more, the specimen surface is connected to the mounting plate using a copper
conductive tape to remove the accumulated charge on the sample surface. Total time
taken to acquire, transfer and process a single image is about 400 milliseconds, thanks
to fast image acquisition and quick sorting algorithms.

The obtained SNR values are plotted and shown in the figure 3.17(a). The initial
output raw data contains multiple peaks that are fitted using polynomial fitting to see
the actual response. Fitted data is shown in the figure 3.17(b). After a keen observation
of the data, initially the SNR values started to increase for a specific time and then
decreases. From then it increases and becomes stable at a point of time. It is the time
taken by the filament to reach a specific temperature to produce the stable number of
electrons. This time is called as settling time or waiting time, ts (see figure 3.17(b)).

The same experiment is conducted on a different day to observe the consistency of
SNR variation. Figures 3.18(a) and 3.18(b) show the raw and fitted plots of the data
collected on day 2. From the plots it is clear that the SNR variation is pretty much
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Figure 3.17: (a) Raw data and (b) fitted curve showing the settling time and stable
position.

identical to the previously obtained results from day 1 and the only difference is in the
length of the peaks.
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Figure 3.18: (a) Raw data and (b) fitted curves obtained on day 2.

3.3.5 Quality evaluation with a change in the focus

The evolution of the image quality has been monitored with a change in the focus in this
test. More details regarding the focusing process in SEM are explained in the chapter 4.
The sample used for this test is a microscale calibration pattern containing chessboard
patterns (see figure 4.9) designed and fabricated at FEMTO-ST. The tests are conducted
using an aperture size of 50 µm, 10 kV accelerating voltage at 1000× magnification. For
measuring the sharpness, image variance has been used as the sharpness function given
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by equation (3.14).

SNV =
1

MN

1

µ

∑
M

∑
N

(I(u, v)− µ)2 (3.14)

where, M and N are the width and height of the image respectively, µ is the image
mean intensity and is given by:

µ =
1

MN

∑
M

∑
N

I(u, v) (3.15)

Figures 3.19(a) and 3.19(b) show the variation of the sharpness with a change in
the electronic working distance. The obtained results show that the SNR level varies
simultaneously with image sharpness. Here we can make two conclusions. The primary
one is, with a change in the focus step (working distance), the size of beam interacting
with the sample surface varies; thus, varying the beam current. At the point of in-focus,
the current density is high resulting in more signal from the sample improving the SNR.
The second one is, with a change in the focus, the level of original signal details present
in the image varies. At the point out-of-focus, noise level is predominantly more than
that of the signal level, for e.g. at the initial steps of the sharpness curve, the images
are completely dark containing no image details other than noise.
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Figure 3.19: (a) Image sharpness (b) SNR variation with respect to the focus steps.

3.4 Drift calibration

3.4.1 Image Distortions in Scanning Electron Microscopy

As mentioned earlier, unlike optical systems, SEM images are acquired by recording one
pixel at a time. Despite of the imaging technique used, SEM images also suffer from
different types of aberrations and distortions. The aberrations that are mostly observed
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with SEM imaging are: diffraction effects caused by small aperture diameters, spheri-
cal aberration due to the geometrical construction of electromagnetic lenses, chromatic
aberration due to the electron energy differences, and astigmatism. Apart from the
aberrations, SEM image acquisition is known to be affected by two types of distortions,
time-varying (drift) and spatially-varying distortions. Bearing these points of distortion
in mind, the complete imaging model in a SEM can be functionalized as in equation
(3.16).

m = δd{δs(PM)} (3.16)

where, m is the image pixel corresponding to the 3-D scene point M , δd is the time-
varying distortion, δs is the spatially-varying distortion and P is the projection matrix
at a given magnification. According to Cornille [Cor05] and Kratochvil [Kra08], for low
magnification, a perspective model of projection can be used and for magnification more
than 1000× the model of projection switches to parallel. Hence, in order to recover a 3D
point of the scanned scene, the corresponding pixel point has to be corrected initially
for drift followed by the spatial distortion. The spatial distortion is constant in time
and can be calibrated using many methods [Tsa87, WCH92, Bou99, Zha00]. Kratochvil
has mentioned in his work that the spatial distortion is relatively very small across the
image (less than 0.5 pixels) and can be easily neglected. However, the drift distortion
on the other hand has got much importance and need to be compensated beforehand.

Generally, drift in the SEM imaging can be characterized as the evolution of pixel
positions from time to time. It is usually observed with consecutive scans even though
there is no change in the device parameters. Most significantly, it affects the images at
high magnification. Potential causes of this drift can be mechanical instability of the
column or the sample support, thermal expansion and contraction of the microscope
components, accumulation of the charges in the column, mechanical disturbances etc.
Figure 3.20(a)-(d) shows four images of a gold on carbon sample acquired at different
times at 25, 000× magnification, without changing any system parameters. By observing
the bright spot (pointed inside the circle) in all the images, it is clear that the spot
location has been changed from image to image. This is the physical idea of the drift in
x and y planes of the sample surface. Even though there exists the drift in z direction,
it has a little impact on the image focus.

In the literature, several methods have been proposed to estimate and compensate
the drift. According to Cornille [Cor05] and Sutton et al. [SLG+07, SLJ+07], the pixel
drift is estimated by the disparity between pairs of points and is fitted by B-splines
with respect to time. This model is used to estimate the drift and to remove it in
real time. Mokaberi et al. [MR06] has introduced a Kalman filter-based estimator for
compensating the drift in AFMs. Many works have used a frequency domain phase
correlation method for estimating and compensating the translation produced by the
drift in the images [YJB05,YJB08,CVP10,Sne10,MDP+12a]. In his thesis, Cornille has
proposed that the drift between pixels or between lines of an image is negligible; instead,
the drift between the two images can be considered as a whole.

In general, two approaches are possible for drift compensation. The first one is based
on estimating the drift directly from the current image by comparing it with a reference
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(a) (b)

(c) (d)

Figure 3.20: Images of gold on carbon sample acquired at different times.

image and correcting the current image in real time [CVP10, MDP+12a]. The second
approach is based on developing an empirical model of the drift that is then used to
estimate and compensate the drift in real time [Cor05]. This approach is limited by
the difficulty in computing a generic model. Due to these limitations, we considered to
use the first approach where, the problem of drift compensation has been treated as a
registration problem between the images. As majority of the existing drift compensation
techniques have been developed using image correlation technique, the achieved results
are also compared with the phase correlation method.

3.4.2 Image registration and homography

In image processing, image registration is the determination of geometrical transforma-
tion to align two different images of a same view. There are many methods available in
order to perform image registration. A complete survey about all the available meth-
ods is provided by Brown [Bro92], Zitova et al. [ZF03] and Wyawahare et al. [WPA09].
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According to them, the most commonly used image registration technique is by using
image point features. One such method has been implemented in this work.

Normally for image registration, the images can be acquired by a single sensor at
multiple times or by multiple sensors viewing the same scene. For the problem of drift
in SEM, as the pixel points evolve with time, it can be viewed as a same scene and
the correction can be performed on the current scan by computing the transformation
with a reference scan. This transformation can be computed by selecting some points or
features that are same in both the images. Each image that has been used for registration
will be assigned to a coordinate system that defines the space for that image.

Let I0 and It are two SE images of a sample acquired at two different times t0 and
t1 respectively. Here, It has an unwanted motion (drift) with respect to I0 and need
to be compensated. Suppose, p1(x, y) ∈ I0 and p2(ẋ, ẏ) ∈ It are two pixel points, one
from each image, the motion between them can be visually reflected by a homography
H between both images and is given by (3.17).

p2 ' Hp1 (3.17)

where, H is a 3×3 full rank matrix whose elements represent various degrees of freedom.
By considering the scaling factor, ω, equation (3.17) is rewritten as in equation (3.18).

ω

ẋẏ
1

 =

H11 H12 H13

H21 H22 H23

H31 H32 1

xy
1

 (3.18)

The homography relates the coordinates of two corresponding points through equation
(3.19).

ẋ =
H11x+H12y +H13

H31x+H32y + 1
ẏ =

H21x+H22y +H23

H31x+H32y + 1
(3.19)

Now, obtaining the corrected image Î, corresponds to the registration of It with
respect to I0. This can be performed in two ways: forward mapping and inverse mapping.
Using forward mapping, for each pixel p2 ∈ It, the corrected pixel p̂ ∈ Î is obtained
directly by copying p2 using H as given by (3.20).

p̂ = H−1p2 (3.20)

In this case, some pixels in the corrected image might not get assigned, and would have
to be interpolated. This problem could be solved using the second approach, inverse
mapping given by equation (3.21).

p2 = Hp̂ (3.21)

Using this technique, the position of each corrected pixel p̂ is given and the mapping is
performed by sampling the correct pixel p2 from the current image.
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3.4.3 Keypoints detection-based drift estimation method

Keypoints detection and matching algorithms form the basis for many computer vision
problems like image stitching, data fusion, object recognition etc. The underlying idea
with this technique is to extract distinctive features from each image, to match these
features for global correspondence and to estimate the motion from the images. The
overall task of drift compensation using this method is decomposed into four subtasks
that are described below.

Keypoint detection

In this step, keypoints are identified from both reference and current images such that the
computed points should be same in both images. An interest point detector like Harris
detector [HS88], Scale-invariant feature transform (SIFT) [Low04] can be employed for
this purpose or alternatively local features like corners, edges etc. can be used. A
comprehensive evaluation of the available feature detectors has been provided in [SMB00,
MS04,GHT11,MM12]. One main consideration with SEM imaging is, as the brightness
and contrast levels are not constant, the detected points should be invariant to the
geometry and intensity transformations. For this work of drift estimation, we have tried
with three feature point detectors: speeded up robust features (SURF) [BETVG08],
features from accelerated segment test (FAST) [RD05] and orient FAST and rotated
BRIEF features (ORB) [RRKB11]. Based on the performance evaluation tests, ORB
detector has been selected for the final method. Performance evaluation results are
discussed in the results section. Figures 3.21(a)-(c) show the detected keypoints using
all the three detectors on the images acquired using a microscale calibration pattern at
1500× magnification and figures 3.22(a)-(c) show the detected keypoints for the gold on
carbon image shown in figure 3.20(a) .

Keypoint description

In this step, all the regions around the detected keypoints from the previous step are
converted into compact and stable (invariant) descriptors that can be matched against
other descriptors. These descriptors contain information that can be used out of their
respective regions. The output of this step is a feature vector that will be used for
matching. For this work, two keypoint descriptors, SURF and ORB are used.

SURF descriptor This descriptor is used only with the keypoints identified using
SURF detector. After identifying the keypoints, the detector assigns an orientation
vector to each point. The descriptor is then constructed using this orientation vector and
by dividing the region around each keypoint into subregions. For all these subregions,
wavelet responses are computed and the sum of the horizontal and vertical responses
produces the descriptor vector.

ORB descriptor ORB descriptor is an extension technique of binary robust inde-
pendent elementary features (BRIEF) descriptor. For the detected keypoints, assuming
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(a) (b)

(c)

Figure 3.21: Keypoints computed using (a) SURF (b) FAST (c) ORB feature detectors
applied on a microscale chessboard pattern.

that the corner’s intensity has an offset from its center location, an orientation vector is
computed from the corner’s center to the centroid. This vector is then assigned to the
keypoint and used in producing the descriptor.

Keypoint matching

Once the descriptors are computed, the next step is to extract the correspondences
between them. One way is by computing the Euclidean distance d between the feature
vectors ui and vi in the feature space given by (3.22).

d =
∑
i

(ui − vi)2 (3.22)

Having the Euclidean distance, matching is accomplished by setting a threshold and by
returning all the matches less than this value in the images. However, using a large
value for the threshold may result in false matches. The other way that has been used
in this thesis is to simply match the nearest neighbors (smallest d) in the images. This
eliminates the problem associated with the previous method. Figure 3.23 shows the
matched keypoints using nearest neighbor approach where all matches are shown in
figure 3.23(a) and figure 3.23(b) shows the good matches.
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(a) (b)

(c)

Figure 3.22: Keypoints computed using (a) SURF (b) FAST (c) ORB feature detectors
applied on gold on carbon image shown in figure 3.20(a).

Transformation estimation

The final step is to estimate the drift using the obtained keypoint correspondences.
Suppose we get K keypoint correspondent pairs (xi, yi) and (ẋi, ẏi) that are related
by an unknown homography H. One way to solve for H is by using the least squares
estimate that is obtained by taking the 2K × 9 data matrix Ψ and by finding the
eigenvector of ΨTΨ having the least eigenvalue shown in equation (3.23). Since H is
having 8 DOF, atleast 4 points are required to determine the homography.
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(a)

(b)

Figure 3.23: Keypoints matching (a) all matches (b) good matches.
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Alternatively, the homography can be estimated using an iterative method that has
been used in this work, random sample consensus (RANSAC) [HZ00]. The method is
briefly summarized in the steps below.

1. Choose four random keypoint correspondences from the available ones and check
for co-linearity. If they are collinear, chose another four points.
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2. Compute homography that maps the four points exactly to their corresponding
points.

3. Find a consensus set for the computed homography by calculating the inliers i.e.
find other keypoint correspondences such that their distances from the current
model are small.

4. Repeat the step 3 for certain iterations fixed by a threshold and choose the ho-
mography (H) with largest consensus set (set of inliers).

5. Finally, recompute H using all the keypoints in the consensus set.

3.4.4 Phase correlation method for drift computation

This is the most common approach for estimating the drift in SEM images. It assumes
the drift in images as relative translation. In this work, we use this method for comparing
the results obtained from the feature-based methods. The underlying idea behind this
method is quite simple and is based on the Fourier shift property. It states that the
shift in the coordinate frames of two images in the spatial domain can be realized as the
linear phase differences in the Fourier domain. By computing the correlation between
the Fourier spectrums, it is possible to estimate the relative shift between the images.
The method and the process to derive the shift are explained in detail in chapter 5.

The final outcome after phase correlation is the global drift (∆x,∆y). Again, the
correction is performed using homography. In this case, the matrix H only contains the
translation information and is given by (3.24).

H =

1 0 ∆x
0 1 ∆y
0 0 1

 (3.24)

This method of computing the drift has a remarkable advantage over the traditional
cross-correlation techniques; that is its accuracy in finding the peak of correlation at the
point of registration. However, this technique can be used only if the motion between
two images is a pure translation. In case of rotation, phase correlation produces multiple
peaks.

3.4.5 Experiments with the system

The experiments with the system are carried out using a standard gold on carbon sample.
The acceleration voltage used to produce the beam is 15 kV for and the electronic
working distance is set to 6.2mm in order to keep the sample surface in focus. All tests
are performed using SE images with a size of 512×512 pixels. The tD is set to 360ns to
get an image acquisition speed of 2.1 frames per second. This speed could be increased
up to 3.4 frames per second, but at high scan rates, noise levels in the images are very
high.
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Evaluation of the methods

Initial tests have been performed to evaluate the different methods that are explained
above along with the comparison of the keypoint detectors. Gold on carbon sample
images acquired after 900 seconds from the reference image at 10, 000× and 20, 000×
magnification are used for the evaluation process. Figures 3.24(a) and 3.24(c) show
the reference images acquired at 10, 000× and 20, 000× magnification respectively. The
drift compensation has been carried out using both keypoint-based method and phase
correlation method. Figures 3.24(b) and 3.24(d) show the corrected images at both
magnifications. The images shown are corrected using ORB detector. The black re-
gion observed in the borders of the corrected images is due to the compensated drift.
Tables 3.4 and 3.5 show the computed homography parameters using all methods at
10, 000× and 20, 000× magnification respectively. The first four columns (H11, H12,
H21, H22) provide the rotation information and the last two columns (H13, H23) provide
translation.

The region of interest (ROI) within the black square shown in every image is used
for computing the accuracy of drift correction i.e. to measure how close the corrected
image is with the reference image. This is performed by calculating the MSE given
by (3.25) between the reference and corrected ROIs. The dimensions of the ROI are
updated automatically based on the correction limits and in any case ROI occupies 90%
of the corrected region.

EMSE =
1

MN

∑
M

∑
N

(IROI − ÎROI)2 (3.25)

where, IROI and ÎROI are the regions of interest from reference and current images
respectively. The results are summarized in Table 3.6. Figures 3.25(a) and 3.25(b) show
the disparity maps computed using the reference and corrected images ROI at 10, 000×
and 20, 000× magnification respectively. These maps provide the relative displacement
between the pixels in two images after correction. The total time taken to estimate and
correct the drift for one image is shown in Table. 3.7 (implemented in c++). However,
the speed is not an important factor with our current system (because of the low frame
rate), it has been checked in order to select a specific method that can be used with our
new SEM (Carl Zeiss Auriga) having better frame rate in future.

Table 3.4: Homography parameters computed at 10,000× magnification.

Method H11 H12 H21 H22 H13 H23

SURF 0.99 -0.001 0.0009 0.99 -13.57 10.13

FAST 1.03 -0.005 0.006 1.01 -13.968 9.73

ORB 1.003 -0.003 0.0015 0.98 -13.98 9.982

Phase corr. - - - - -13 10
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(a) (b)

(c) (d)

Figure 3.24: (a) and (b) Reference and corrected images at 10k× magnification. (c) and
(d) Reference and corrected images at 20k× magnification. Drift Correction has been
performed using ORB detector method. The squares shown in all the images are the
automatically computed ROIs. Black region on the borders is the drift displacement
after 900s.

Table 3.5: Homography parameters computed at 20,000× magnification.

Method H11 H12 H21 H22 H13 H23

SURF 1.004 0.0009 0.001 0.99 1.003 10.54

FAST 0.99 0.004 0.002 0.99 0.73 10.66

ORB 0.97 0.001 0.002 0.94 0.98 10.49

Phase corr. - - - - 1 10

From the obtained results, ORB keypoint detector-based method shows good speed
and accuracy over the other methods in compensating the drift. Even though, SURF-
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(a) (b)

Figure 3.25: Disparity maps computed using the reference and corrected image ROIs at
(a) 10, 000× and (b) 20, 000× magnification.

Table 3.6: MSE at 10,000× and 20,000× magnification.

Method
MSE

10,000× 20,000×
SURF 7.1441 8.2584

FAST 7.7011 8.9798

ORB 7.1978 8.4198

Phase correlation 11.0914 17.3596

Table 3.7: Total time taken for drift compensation.

Method Time (ms)

SURF 871

FAST 92

ORB 31

Phase correlation 78

based method also shows good accuracy in correcting the drift; it takes more time for
computation. Moreover, all the keypoint-based methods show better performance than
the phase correlation method. The major advantage associated with these methods
is that the correction can be performed with subpixel accuracy in both rotation and
translation. However, these methods are sensitive to the image noise. So the image
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quality is monitored continuously during the overall process using the method proposed
in section 3.2 [MDP+12b].

Drift evolution

Various tests have been performed to evaluate the path followed by the drift at different
magnification. For these tests, a set of gold on carbon sample images are acquired
for different magnifications ranging from 10,000× to 30,000× with a step change of
1000×. For each magnification, 30 images are acquired at a rate of one image for every
30 seconds. ORB detector-based method is used for this test.
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Figure 3.26: Motion of the drift in (a) x-axis (b) y-axis at different magnifications.
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Figure 3.27: Evolution of drift with respect to time and magnification along (a) x-axis
(b) y-axis.

The plots shown in the figures 3.26(a) and 3.26(b) illustrate the evolution of drift
(in pixels) with respect to x and y axes at three different magnifications respectively.



58 Chapter 3

Tables 3.8, 3.9 and 3.10 provides the homography parameters estimated at 3 different
magnifications. Plots shown in the figures 3.27(a) and 3.27(b) show the drift evolution
with respect to time and magnification.

It is then observed that the drift produced in the images is only a translation in x
and y axes and no rotation is involved (from Tables 3.4 and 3.5). The path followed by
the drift in x and y axes can be approximated with a linear motion. It is assumed that
this drift is a result of the thermal variations inside the chamber and the accumulation
of charges on the sample surface over time. However, rotation in the drift can be
observed only when there is a change in the focus which is a result of the variations in
electromagnetic field produced by the lens2. This type of drift can be characterized as
the motion in z axis, because the focus can be varied by displacing the sample stage
in z direction or by varying the electronic working distance. More details about the
focusing in SEM are presented in chapter 4. The presence of the error after global
drift compensation (from figure 3.25(b)) clearly demonstrates the existence of pixel level
drift. This is mainly occurred due to the charging of the specimen surface in the semi
conductive regions. However, for real-time observations, this drift can be neglected as
it is not very high.

Table 3.8: Computed homography parameters at 10, 000× magnification.

Time × 30 s
Rotation Translation

H11 H12 H21 H22 H13 H23

1 1.0003 0.0006 0.0001 1.0007 -1.5048 0.8520

2 1.0001 -0.0000 0.0001 1.0002 -2.9327 2.0990

3 0.9995 -0.0002 -0.0002 0.9992 -4.3075 3.2944

4 0.9999 -0.0004 -0.0001 1.0000 -5.8901 4.3597

5 0.9999 -0.0000 0.0002 1.0000 -7.4547 5.4921

6 1.0004 -0.0001 0.0001 1.0007 -8.9595 6.4163

7 1.0006 0.0001 0.0003 1.0004 -10.6892 7.5723

8 1.0010 0.0002 0.0004 1.0008 -12.2627 8.5541

9 1.0002 -0.0004 0.0001 0.9997 -13.4724 9.8312

10 1.0003 0.0003 -0.0005 1.0008 -15.1336 10.8489

3.5 Conclusion

The SEM is by far an important tool for producing images with nanometer range reso-
lution. Equipped with spectrometers, it is then used as an analytical tool for materials
to determine their structural properties (morphology, chemical, crystallography, etc.).

2In the presence of electromagnetic field, electrons take helical path. Due to the change in electro-
magnetic field, the electronic working distance changes simultaneously changing the focus. Thus, when
the focus of the device is changed the image rotates.
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Table 3.9: Computed homography parameters at 15, 000× magnification.

Time × 30 s
Rotation Translation

H11 H12 H21 H22 H13 H23

1 0.9997 -0.0003 0.0005 0.9994 0.1454 1.1153

2 0.9999 0.0002 -0.0000 1.0004 0.0948 2.4176

3 0.9991 0.0005 -0.0009 1.0000 0.0419 3.7933

4 0.9997 0.0006 -0.0011 1.0016 0.2418 5.1737

5 1.0022 -0.0001 0.0038 0.9984 0.2009 6.4808

6 1.0000 -0.0003 0.0004 0.9998 0.5882 7.6011

7 1.0005 -0.0001 -0.0001 1.0015 0.6385 8.9796

8 0.9979 0.0002 -0.0003 0.9982 0.9805 10.6119

9 0.9997 0.0007 -0.0005 1.0008 0.9119 11.8620

10 1.0006 -0.0000 -0.0000 1.0012 1.3045 13.1962

Table 3.10: Computed homography parameters at 20, 000× magnification.

Time × 30 s
Rotation Translation

H11 H12 H21 H22 H13 H23

1 0.9981 -0.0005 -0.0013 0.9990 0.4803 2.4823

2 1.0028 -0.0001 0.0011 1.0020 0.1037 3.4809

3 0.9995 0.0027 -0.0013 1.0020 -0.0783 5.7783

4 0.9998 0.0002 -0.0008 1.0015 0.6695 7.5586

5 1.0012 0.0005 0.0001 1.0021 0.4050 9.0918

6 0.9990 -0.0008 0.0004 0.9993 1.0130 10.8683

7 1.0019 0.0013 0.0003 1.0029 0.2744 12.2439

8 0.9993 -0.0002 -0.0010 1.0004 0.6748 14.1977

9 1.0009 0.0013 -0.0010 1.0043 0.3033 15.5500

10 1.0012 0.0010 0.0001 1.0027 0.3315 17.0818

Today, the trend is to add an ion beam, a gas injector and at least one robot to the
microscope column to allow machining, characterization or assembly of structures. In
this case the observed scene is dynamic. But electronic imaging is by far known for
its sensitivity to the scanning frequency: a high frequency of acquisition leads to low
quality images. Apart from this, it is effected by the time varying drift distortion at
high magnification. In this chapter, we have demonstrated two methods respectively,
for monitoring the image quality and compensating the drift in real time.

The developed method for quality monitoring satisfies a dual constraint: the ability
to give an accurate result and the property to run quickly. The first lesson that can be
drawn from the obtained evaluation results is that the image SNR level for the FEG
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SEM is higher than that of the tungsten gun SEM. This makes sense because the FEG
SEM, advanced technology, is more efficient than the filament gun microscope, an older
technology. The second lesson, by far the most important, is the instability of the
ratio: it varies randomly and greatly depending on time as well as magnification. The
analysis of the average change over time revealed two phases. In the first phase, the
ratio increases and decreases suddenly: it seems to correspond to the rise in temperature
of the filament. The second phase is a slow growing of the ratio that corresponds to a
temperature stability of the filament over time. The great merit of this work done allows
the quantification of the instability of SEM imaging. The estimator developed has been
used in our current works: autofocusing, nano positioning and will be used in our future
works of manipulation using visual servoing: machining, assembly and characterization.

The presented drift compensation method is a relatively new (for this problem) and
is based on image registration using homography. Unlike the classical correlation-based
methods, the implemented method has an ability to correct the rotation, shear and
scaling. The obtained results clearly shows that drift in the images corresponds to an
inter-frame translation and no rotation is involved. However, the direction and velocity
of this phenomenon is not constant and are hard to predict. Apart from the global drift,
the pixel level drift that is mostly related to the charging and the used material surface
has been observed in the experiments. Even though the developed method is capable
of correcting the global drift, a sub-pixel level compensator need to be implemented in
order to perform accurate compensation.



Chapter 4
Autofocusing, depth estimation and
shape reconstruction from focus

Various methods that are developed in relation to the SEM image focus are
explained in this chapter. The primary and most important one is the auto-
focusing technique. In general, fast and reliable autofocusing methods are es-
sential for performing automatic nano-objects positioning tasks using a SEM.
So far in the literature, various autofocusing algorithms have been proposed
utilizing a sharpness measure to compute the best focus. Most of them are
based on iterative search approaches; applying the sharpness function over
the total range of focus to find an image in-focus. The developed method in
this chapter is a relatively new, fast and direct method of autofocusing that
is based on the idea of traditional visual servoing. It performs autofocusing
by controlling the focus step using an adaptive gain. It has been validated on
the JEOL SEM under different operating conditions.

Microhandling of parts with gripper includes a gripping phase and a re-
lease phase. In both phases, the detailed knowledge of the inter-object depth
(between gripper and the part) and structure of the scene is crucial. As
a direct application for the developed autofocusing technique, a method to
estimate this inter-object depth has been presented. It computes the depth
between micro-objects present in the scene by performing autofocusing sep-
arately for each object region windows. These two methods are very impor-
tant while performing a robotic micromanipulation task. Next, a focus-based
3D reconstruction method has been presented. Both the developments, inter-
object depth estimation and 3D shape reconstruction are validated in a robotic
handling scenario where the scene contains a microgripper and silicon mi-
crostructures.

61
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4.1 Autofocusing in SEM

The automation of nanomanipulation tasks inside a SEM vacuum chamber with nano-
metric accuracy requires the use of SEM vision feedback in control laws [WSJ+05b].
Such control strategies require efficient image processing algorithms to extract visual
features in designing the control laws. Hence, it is essential to use high quality and
sharp images to ensure nanometric precision when extracting visual features. To obtain
a sharp image and to use the SEM at its maximum potential, it is necessary to apply an
efficient, accurate, robust and fast autofocus before performing any nanohandling pro-
cesses. Besides, autonomous nanomanipulation using SEM vision is a fully unattended
operation that requires continuous monitoring of image quality from time to time. Still
this task has to be performed by an expert human operator. By implementing an auto-
focus, this problem can be solved.

Basically in vision systems, focusing is defined as a process of obtaining maximum
sharpness in the images by adjusting the objective lens. Most of the present day auto-
focusing methods are classified into two types: active and passive [BD95]. The active
methods are most commonly seen in the modern day digital cameras with CCD (charge
coupled device) or CMOS (complementary metal oxide semiconductor) sensor, where the
system uses a different measurement system such as infrared and ultrasonic to find the
distance between the object and lens i.e. to compute an optimal focal length. Autofo-
cusing is achieved by adjusting the optical system. On the other hand, passive methods
do not require any additional devices and they determine the best focus by analyzing
the image recorded at the sensor. These methods are categorized into two sub categories
where the first one is based on selecting an optimal sharpness function and applying it
over a total range of focus steps to find the image with maximum sharpness point. The
second one is based on developing a generic imaging model to determine the image de-
focus information from a set of images. It relates the point spread function of an image
with the focal length. The developed autofocusing technique in this work is a kind of
passive method that performs focusing directly using the SEM SE images.

Traditional autofocusing methods are mostly concentrated on selecting an optimal
sharpness function and applying it over the total range of focus steps to find the image
with maximum sharpness (i.e. maximum focus score). Groen et al. [GYL85] and Sun et
al. [SDN05] have compared different sharpness functions that are available in the litera-
ture. A Fourier transform-based autofocusing method for SEM is presented in [OPT97].
However, Fourier-based method is limited by its complex computations. For SEM, with
a high range of focus, applying the sharpness function at each focus step and finding
the sharp image is a time-consuming process. To overcome this problem, many works
have used the iterative search approaches to find the best focus point [Bat00,RMM09].
However, the electromagnetic lenses present in the SEM show nonlinear hysteresis ef-
fects [TSH79,Bat00]. Since the iterative methods are mostly depended upon the search
history, the overall accuracy is influenced by this behavior of lenses.

So, in order to provide a dynamic autofocus, a reliable and accurate method has to be
developed. In this work, a real-time autofocusing method for SEM has been developed.
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Figure 4.1: SEM probe movement model and operating principle.

It is a kind of passive method that performs focusing directly by controlling the focus
step using an adaptive gain that varies with the image sharpness.

Before going into the developed approach, it is necessary to have sufficient knowledge
regarding the focusing process in SEM. In the next sections, the focusing process along
with the evaluation of different sharpness measures is detailed.

4.1.1 Focusing in SEM

The two sets of electromagnetic lenses that contribute towards the focusing in SEM are
condenser and objective lenses. The condenser lenses lying above the aperture strip (see
figure 4.1) are mainly responsible for controlling the spot size. Initially, these lenses
converge the electron beam to a spot. Later, this spot sized beam flares out again
and passes through the aperture, where low energy and non-directional electrons are
filtered out. The objective lenses that are present below the aperture converge the
beam once again and focus it onto the sample surface (figure 4.1). Coarse focusing of
the sample surface is performed by adjusting the electronic working distance that is
attained by modifying the current passing through the objective lenses. This distance
is electronically measured between the focused plane (on the sample surface) and the
lower pole piece of the objective lens (electron column) and is not to be confused with
the sample stage height that can be controlled externally.

The focusing geometry in a SEM is shown in figure 4.2(a). At a distance D/2 on
both sides of the focusing plane for a selected magnification, the beam diameter is two
times the pixel diameter and produces a blur image. Within the distance D (depth of
focus), the image appears to be acceptably in focus. Using the aperture diameter A and
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Figure 4.2: (a) Focusing geometry in a conventional SEM. (b) Various focusing scenarios
in SEM.

the working distance Z, the semi angle of the electron beam can be given by equation
(4.1).

α = tan−1

(
A

2Z

)
'
(
A

2Z

)
at α < 100 mrad (4.1)

If we consider the resolution on the sample is δsample, the corresponding resolution
on the screen is

(
δscreen
M

)
, where M is the magnification. Depending on the angle α and

resolution δ, the depth of focus D is given by (4.2).

D =
δsample
α

' 2δscreenZ

AM
[µm] (4.2)

So the depth of focus is mainly dependent on the size of aperture selected and electronic
working distance. Figure Figure 4.2(b) shows the various focusing scenarios in SEM.

The JEOL SEM used for the experiments is installed with a dynamic focusing module
that modifies the current passing through the objective lens and thus the electronic
working distance can be preselected. The DISS5 system provides a simple control for
the focus by linking the working distance with a series of focus steps (i.e each step
modifies the working distance). The relation between focus steps and electronic working
distance is shown in Fig. 4.3. Subsequently, the value of working distance (Z) for
any given focus step (F) at a fixed sample height can be computed by using the curve
equation obtained by approximating it with a polynomial given in equation (4.3). The
coefficients of the polynomial are estimated using least squares fit and are summarised
in table 4.1.

Z =


50, if F ≤ 573

1, if F ≥ 1218

p1F
4 + p2F

3 + p3F
2 + p4F + p5, otherwise

(4.3)
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Figure 4.3: Relationship between the focus step and working distance in JEOL SEM
used for experiments.

where, p1 . . . p5 are the polynomial coefficients.

Table 4.1: Computed polynomial coefficients to find the working distance.
Coefficient Value

p1 −7.2 × 10−6

p2 0.0011

p3 −0.074

p4 2.6

p5 1.8 × 103

4.1.2 Evaluation of image sharpness functions

In the context of this work, various sharpness measures that have been used in many
focusing algorithms are studied [GYL85, SCN93, SDN05, RMM10]. The principle of
accomplishing autofocusing based on the computed sharpness score using a sharpness
function is shown in figure 4.4. It is considered that the image with best focus has the
maximum value of sharpness score. Different sharpness functions are explained below
using the following notations: sharpness function S, image IM×N where M and N are
the width and height, intensity I(u, v) where u and v are pixel coordinates.

Derivative-based sharpness functions

Derivative-based sharpness functions are widely used in many experiments. These meth-
ods are based on computing the norm of the gradient between a pixel and its neighbors.
The underlying principle behind these methods is that the focused images have high in-
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Figure 4.4: The principle of autofocusing in SEM.

tensity differences between the neighboring pixels than in out-of-focus images. However,
these methods are sensitive to noise.

Threshold absolute gradient [SOdSV+97] This function computes the sum of the
absolute values of the first derivative that is greater than a threshold θ.

Sabsgradient =
∑
M

∑
N

|I(u, v)− I(u+ 1, v)| (4.4)

Where |I(u, v)− I(u+ 1, v)| > θ.

Squared gradient [SOdSV+97] It is similar to the absolute gradient except squaring
the differences. So that the gradient values become high and have more influence on the
final values.

Ssquaregradient =
∑
M

∑
N

(I(u, v)− I(u+ 1, v))2 (4.5)

Where (I(u, v)− I(u+ 1, v))2 > θ.

Modified Laplacian [NN94] This function convolves the image with a Laplacian
edge detection mask given by L to compute the second derivative d(u, v) of the image.
L is given by

L =

−1 −4 −1
−4 20 −4
−1 −4 −1

 (4.6)
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The sharpness function is given by (4.7).

SL =
∑
M

∑
N

|d(u, v)| (4.7)

Brenner [BDH+76] Brenner’s function uses the difference between a pixel value and
its second neighboring pixel value.

SBrenner =
∑
M

∑
N

|I(u, v)− I(u+ 2, v)| (4.8)

Statistics-based sharpness functions

Usually, the statistics-based focus measures are less sensitive to image noise and are
widely used in many autofocusing algorithms.

Variance [YOS93] This function computes the variations in the grey level intensities
among the pixels.

SV =
1

MN

∑
M

∑
N

(I(u, v)− µ)2 (4.9)

Where, µ is the image mean pixel intensity and is given by

µ =
1

MN

∑
M

∑
N

I(u, v) (4.10)

Normalized variance [YOS93] This function normalizes the final value by the pixel
mean intensity.

SNV =
1

MN

1

µ

∑
M

∑
N

(I(u, v)− µ)2 (4.11)

Correlation [Vol87, Vol88] Two focusing measures using the correlation technique
have been proposed. One is based on the auto-correlation function (ACF) and the other
is based on standard deviation function. The ACF based sharpness function is given by

SAuto−corr =
∑
M−1∫
u=1

∑
N∫

v=1

I(u, v) � I(u+ 1, v)−

∑
M−2∫
u=1

∑
N∫

v=1

I(u, v) � I(u+ 2, v) (4.12)

The standard deviation-based function is given by (4.13).

Sstd =
∑
M

∑
N

I(u, v) � I(u+ 1, v)−M �N � µ2 (4.13)
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Wavelets-based sharpness functions

Various sharpness functions have been proposed using the wavelet transform [YN03].

Wavelet-1 It applies both high-pass (H) and low-pass (L) filters to an image and
divides it into four sub-images LL, LH, HL and HH. Focus score is computed by
summing the absolute values in HL, LH and HH regions.

SW1 =
∑
M

∑
N

|WHL(u, v)|+ |WLH(u, v)|+

|WHH(u, v)| (4.14)

Wavelet-2 This function sums the variances in HL, LH and HH regions. The mean
values in computing the variances for each region are computed using the absolute values.

SW2 =
1

MN

∑
M

∑
N

(|WHL(u, v)| − µHL)2+

(|WLH(u, v)| − µLH)2+

(|WHH(u, v)| − µHH)2 (4.15)

Histogram based sharpness functions

These functions use histogram Hi (denotes number of pixels with intensity i) of the
image.

Range function [FCC+91] This function computes the difference between maximum
and minimum intensity levels.

Srange = max
i

(Hi > 0)−min
i

(Hi > 0) (4.16)

Entropy function [FCC+91] This function computes the difference between maxi-
mum and minimum intensity levels.

Sentropy =
∑
i

pi log2(pi) (4.17)

Where, pi = Hi
MN is the relative probability of a pixel with intensity i.

From the comparison results provided by Sun et al. [SDN05], six sharpness functions
given by equations (4.7), (4.8), (4.11), (4.12), (4.14) and (4.14) lead to optimum results.
All these six functions have been evaluated to find a fast and reliable sharpness esti-
mator to use with the autofocusing algorithm. The evaluation results of the different
sharpness functions are shown in figure 4.5. After evaluating all the sharpness functions,
it is noticed that all the functions have achieved a maximum value at the same focus
image with more or less efficiency. Out of all, the normalized variance sharpness func-
tion resulted in a curve with less noise and a well-defined peak in less time. Eventhough
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Figure 4.5: Performance of various sharpness functions: (a) Normalized variance (b)
Laplacian (c) Brenner (d) Autocorrelation (e) Wavelet-1 (f) Wavelet-2.
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Table 4.2: Processing time for various sharpness measures
Function Processing time (ms)

Norm. variance 0.7
Laplacian 16
Brenner 15

Auto Correlation 47
STD correlation 15

Wavelet-1 16
Wavelet-2 15

the other functions like auto-correlation and wavelet-2 exhibit the similar performance,
normalized variance is chosen mainly because of its better performance in different con-
ditions like varying brightness and contrast. Apparently its implementation is simple.
Hence, in the design of the visual servoing-based autofocusing, this method has been
selected for estimating the sharpness score. The total processing time taken for each
function using an image of size 512× 512 is summarized in the table 4.2.

4.1.3 Visual servoing-based autofocusing

In this section, the proposed method of autofocusing using the idea of traditional visual
servoing is presented. The concept of visual servoing is explained in the chapter 5.

Autofocusing using visual servoing

In this work, using the idea of traditional visual servoing, an autofocusing algorithm
to control the focus step has been developed. The developed method is based on the
following conditions:

• Instead of minimizing the error function, the proposed method maximizes the
normalized variance sharpness function given by the equation (4.11).

• Rather than computing the local visual features, the global image information is
used in this work. This type of visual servoing is called as direct visual servoing
[TLFPM12].

• Most importantly, no reference image or features are used; instead, the method
converges to a best focus position i.e. when the sharpness function reaches its
maximum value.

• Instead of controlling the camera velocity, the proposed method controls the work-
ing distance to obtain, a best focus point.

If our goal is to maximize the sharpness function, it is first required to observe the
variation of its behavior with respect to the focus steps i.e. with the change in elec-
tronic working distance. Figures 4.6(a) and 4.6(b) show this behaviour of the sharpness
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function at two different magnifications, 300× and 1000× respectively. It is then ob-
served that, for a specific range of working distance (inside the peak) we get images
with some details and the rest are dark or bright images with varying noise. Figures
4.7(a), 4.7(b) and 4.7(c) respectively show the images at points marked by 1, 2 and 3
in figure 4.6(b). From this, the primary goal is to drive the control to reach the focus
range using the sharpness information obtained from these plain images. Keeping this in
mind, the initial control law has been designed using an adaptive gain that changes with
the sharpness score. The corresponding vision-based objective function (C) is given by
equation (4.18).
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Figure 4.6: Sharpness score variation with respect to focus steps at (a) 300× (b) 1000×.

(a) (b) (c)

Figure 4.7: Images obtained at the points marked by (a) 1 (b) 2 (c) 3 in figure 4.6(b).

C = λ

(
5S

‖ 5S ‖

)
(4.18)
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where, λ is the adaptive gain that plays vital role in the overall process and is given by
equation (4.19).

λ =

{
α
(
S0
S

)2
, if

(
S0
S

)
< 1,

α, elsewhere.
(4.19)

where, α is a positive integer, S0 and S are the sharpness scores computed from first

image and the current image. The unit vector
(
5S
‖5S‖

)
provides the driving direction.

Using (4.19), the primary task function T1 now takes the form given in equation (4.20).

T1 = Fc + C (4.20)

where, Fc is the current focus step.
The underlying idea is to have a maximum amount of gain at the region far from

the focus position so that the next focus step is big enough to reach the focus region.
Once it begins to approach the focus position the gain should reduce gradually; so that
next focus step will be small or almost equal to unity. At the point of best focus, the
unit vector helps in maintaining a constant focus.

Apart from controlling the focus step, it is sometimes required to stop the process
at best focus point. Moreover if the focus is set once, it remains unchanged for any
magnification. For this purpose, a secondary task has been used along with the primary
one. As the primary task can only drive the focus step using sharpness information, it
does not have any direct linking with the working distance. In visual servoing, if the
primary task does not constrain all degrees of freedom, a secondary task can be added
as it has no effect on the primary task [Mar07]. So, for this problem of autofocusing
using visual servoing, a secondary task (T2) has been realized, that links the electronic
working distance (Z) with the gradient of sharpness function. Later, it has been used
as a stopping criterion for the overall process. The secondary task function is given by
equation (4.21).

T2 =

(
∂S

∂Z

)
Lz (4.21)

where,
(
∂S
∂Z

)
is the gradient of the sharpness function with respect to the working distance

Z and Lz is the interaction matrix that links the gradient with the working distance.
Here, assuming the change in the Z is small (especially near best focus point), the

gradient has been treated as the difference between consecutive sharpness scores given
by equation (4.22). The interaction matrix Lz = −1

Z where, the Z value at a specific
focus step is obtained from equation (4.3).

∂S

∂Z
=

Si − Si−1

4Z
(4.22)
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Using equations (4.20) and (4.21), the final control law to control the focus step with
an integrated stopping criterion is given by equation (4.23).

F = Fc + λ

(
5S

‖ 5S ‖

)
︸ ︷︷ ︸

main focusing task

+

secondary task︷ ︸︸ ︷(
∂S

∂Z

)
Lz (4.23)

The relationship between the sharpness score and the secondary task function at
1000× magnification is depicted in figure 4.8. The secondary task function thus provides
the derivative information of the sharpness score. When the sharpness function reaches
it maximum, the secondary task function crosses zero and hence the overall process can
be stopped at this point. Because of the presence of noise in the images, the secondary
task function have some peaks near zero, to avoid this effect a value of −0.001 has been
treated as the stopping limit in this work. The total process of autofocusing using visual
servoing is summarized in algorithm 1.
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Figure 4.8: Secondary task variation with respect to the focus steps and sharpness score
given by equation (4.11).

4.1.4 Experimental validations

The proposed method of autofocusing based on visual servoing in SEM has been eval-
uated at different operating conditions. The experimental setup used for this work has
been discussed in the chapter 2. In brief, the SE images acquired by the server are trans-
ferred to client over TCP/IP. The control server running from the client computer uses
these images and performs sharpness analysis to issue a focus control command to the
image server via client. For this work, the image server, the image client and the control
server are programmed in C++. An important step before starting the experiment is
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Algorithm 1 Visul servoing-based autofocusing in SEM.

1: Choose initial value for α . α is a positive value used with gain
2: Acquire initial image at focus step F = 10
3: Compute S0 using (4.11) . S0 is initial sharpness score
4: Fprev ← F
5: while true do . Loop until best focus is found
6: Set new focus Fnew . For first iteration Fnew = 11
7: Acquire current image
8: Compute Scurr using (4.11) . Current sharpness score

9: Compute gain λ← α
(

S0
Scurr

)2

10: Compute cost C ← λ
(
∇Scurr
‖∇Scurr‖

)
. Here, cost is to be maximised

11: Compute secondary task T2 ←
(
∂Scurr
∂Z

)
LZ . Stop criteria;

12: Obtain new focus step Fnew ← Fprev + C + T2

13: if T2 < −0.001 then
14: bestfocus← Fprev
15: return best focus
16: end if
17: Fprev ← Fnew
18: end while

to tune the astigmatism that has a lot of influence on the imaging process especially at
high magnifications. As our SEM does not have an automatic function to control this
parameter, a trained professional has performed this task prior to the experiments. For
most of the experiments, a microscale calibration rig containing the chessboard patterns
that is fabricated at FEMTO-ST (see figure 4.9) is used for imaging. All experiments
are performed using images of size 512× 512 pixels and the acceleration voltage used to
produce the electron beam is 15 kV.

Validation of the method

Initial experiments are performed to validate the proposed approach at different magni-
fications. The tests are conducted using an aperture size of 50 µm and α = 400 at 300×
and 1000× magnifications. The brightness and contrast levels are set to the optimal
values. The dwell time is set to 360 ns to achieve an acquisition speed of 2.1 frames per
second.

The autofocusing process starts from an initial focus step (F ) of 10. Figures 4.10(a)
and 4.10(b) show the variation of sharpness scores computed using equation (4.11) and
the corresponding gain values for each iteration at 300× and 1000× respectively. The
secondary task function variation for both magnifications is shown in the figures 4.11(a)
and 4.11(b). From the obtained results, it can be noticed that the focusing process
stopped precisely at the maximum of sharpness function i.e. at this point the secondary
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Figure 4.9: Microscale calibration rig with chessboard patterns used for imaging.

task function reached −0.001. Figure 4.12 shows some of the images acquired during the
focusing process at 300× magnification. Figure 4.12(c) shows the final image in-focus.
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Figure 4.10: Sharpness score and corresponding gain values at (a) 300× (b) 1000×
magnifications respectively.

Validation of the developed method for speed and accuracy

The performance of the proposed autofocusing method is evaluated by comparing it
with the traditional search-based algorithms at different experimental conditions. An
iterative search approach has been employed for this purpose. The search-based method
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Figure 4.11: Secondary task variation with respect to the sharpness score at (a) 300×
(b) 1000× magnifications respectively.

(a) (b) (c)

Figure 4.12: (a) and (b) Images acquired during the focusing process (c) Final focused
image.

is implemented over the total range of focus steps using three iterations and is explained
in the following steps:

1. For each iteration, divide the total range of focus steps into four sub-regions.

2. For each sub-region, search for the global maxima by scanning with a fixed step
size selected for the iteration. The step sizes used for each iteration are 50, 20 and
1 respectively.

3. The maximum value found after the final iteration is the best focus point.

The accuracy obtained by this method has been treated as the best accuracy, since it
scans each step for the best focus in its final iteration. Hence, the focus step returned
by this method is used as the reference step for computing the step error. However, the
hysteresis effects produced by the lens are not taken into account while computing the
step error.

The proposed method is compared to the iterative search-based approach in terms
of total time taken and accuracy of focusing at different magnifications. Here, the total
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time taken also includes the time taken to acquire and transfer the images. The first
four tests are performed using α = 300. First test is performed using optimal values of
brightness, contrast and scan speed (1.4 frames per second). With this configuration,
the amount of noise in the images is less. Table 4.3 summarizes the obtained results.
When compared with the search-based approach, the average step error is found to be
2 focus steps.

Table 4.3: Time taken and accuracy at optimal conditions.

Mag (×)
Time (s)

Accuracy (Focus steps)
(Focus step ' 0.3 mm)

proposed search proposed search step error

300 42.703 117.97 1222 1219 3

500 48.5 109.62 1220 1218 2

800 43.46 112.03 1221 1219 2

1000 48.42 109.4 1222 1219 3

Second test is performed with an increased brightness and with a scan speed used
for the first test. With an increase in brightness, the textures present in a defocused
image appear to be interfering with each other making it difficult to obtain a focused
image. The obtained results are summarized in table 4.4 and the average step error is 3
focus steps. Figures 4.16(a) - 4.16(c) show the images obtained during this test at 1000×
magnification. Figure 4.13(a) shows the variation of sharpness score and corresponding
gain values with each iteration. The secondary task variation is shown in figure 4.13(b).

Table 4.4: Time taken and accuracy at changed brightness.

Mag (×)
Time (s)

Accuracy (Focus steps)
(Focus step ' 0.3 mm)

proposed search proposed search step error

300 42.06 110.64 1217 1213 4

500 49.48 118.06 1218 1213 5

800 48.29 111.6 1215 1212 3

1000 51.37 111.74 1216 1213 3

Third test is performed with an increase in the scan speed. This change in the scan
speed increases the amount of noise in images. The dwell time used for this test is 180 ns
with which 3.2 frames per second can be acquired. Table 4.5 shows the results obtained
with this test and the computed average step error is 3 focus steps. Figures 4.16(d) -
4.16(f) show the images obtained during this test at 800× magnification. Figure 4.14(a)
shows the variation of sharpness score and corresponding gain values with each iteration
at 800× magnification. The secondary task variation is shown in figure 4.14(b).
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Figure 4.13: (a) Sharpness score and corresponding gain values with increased brightness
test (b) Secondary task variation.

Table 4.5: Time taken and accuracy with change in the dwell time.

Mag (×)
Time (s)

Accuracy (Focus steps)
(Focus step ' 0.3 mm)

proposed search proposed search step error

300 17.39 64.28 1224 1219 5

500 16.23 62.15 1223 1219 4

800 16.61 62.84 1222 1219 3

1000 14.37 65.09 1222 1218 4
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Figure 4.14: (a) Sharpness score and corresponding gain values with increased scan
speed (b) Secondary task variation.

Fourth experiment is performed using a silicon dioxide sample containing the mi-
croparts of dimensions 6 µm × 6 µm × 2 µm. The main reason behind this test is
that the surface of this sample is not a good conductor and contaminated. Due to this,
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charges are accumulated on the sample surface resulting in the images with grey level
fluctuations. Table 4.6 summarizes the obtained results. The average step error com-
puted in this case is 2 focus steps. Figures 4.16(g) - 4.16(i) show the images obtained
during this test at 500× magnification. Figure 4.15(a) shows the variation of sharpness
score and corresponding gain values with each iteration at 500× magnification. The
secondary task variation is shown in figure 4.15(b).

Table 4.6: Time taken and accuracy with silicon dioxide sample at optimal conditions.

Mag (×)
Time (s)

Accuracy (Focus steps)
(Focus step ' 0.3 mm)

proposed search proposed search step error

300 39.1 116.82 1473 1471 2

500 36.45 99.07 1468 1471 -3

800 41.61 108.65 1472 1471 1

1000 34.07 101.4 1476 1473 3

0 5 10 15 20 25 30 35
0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

Iterations

S
h

ar
p

n
es

s 
sc

o
re

u

u

0 5 10 15 20 25 30 35
0

50

100

150

200

250

300

350

G
ai

n

sharpnessuscore
gain

(a)

0 5 10 15 20 25 30 35
−0.015

−0.01

−0.005

0

0.005

0.01

0.015

0.02

0.025

Iterations

se
co

n
d

ar
y 

ta
sk

(b)

Figure 4.15: (a) Sharpness score and corresponding gain values with silicon dioxide
sample containing microparts (b) Secondary task variation.

Final experiments are performed to examine different speeds that can be attained
by the proposed method. The overall speed of the autofocusing process can be changed
by changing the α value (see equation (4.23)) or by changing the dwell time. In this
case, speeds are tested by changing the α and the obtained results are summarized in
table 4.7.

4.2 Depth estimation from focus

In this section, a method for estimating the inter-object depth using image focus in-
formation is presented. The developed method is a direct application of the previously
explained visual servoing-based autofocusing technique.
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Table 4.7: Time taken (seconds) by the proposed method with various α values.

Mag (×) α = 100 α = 200 α = 300 α = 400

300 96.01 69.7 42.91 19.7

1000 98.3 70.17 48.4 21.4

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 4.16: Images acquired during the focusing process with (a)-(c) increased bright-
ness at 1000× magnificatin (d)-(f) increased scan time at 800× magnification (g)-(i)
silicon dioxide sample containing microparts at 500× magnification.

4.2.1 Introduction

Since the early stages of research using SEM, it has been a great interest for many
researchers to extract the depth information from the images to use it in micromanip-
ulation and assembly applications. Even though SEM images are capable of providing
surface topography information, they are purely two dimensional. The pixel intensity
values do not contain any information regarding the height. In order to tackle this
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problem, many research works have tried to apply stereoscopic imaging-based technique
that is commonly seen in the optical systems [JJ95, PLB06, RMM+12]. As the system
possesses only a single imaging sensor, most of them tried to acquire a stereo pair of
images by concentrically tilting the sample with a specific angle. The main difficulty
lies in determining the accurate tilt angle and finding the correspondence between the
acquired noisy SEM images. Moreover, it requires a precise calibration. However, tilting
a sample is not a feasible option when performing an autonomous task. To overcome
this problem, Jahnisch and Fatikow have developed a special hardware system for beam
deflection in order to observe the sample with different angles [JF07]. However, the
system is limited by its small angle of deflection. Another solution can be by using
a FIB system along with SEM [TF11], but it increases the overall cost of the system
and damages the sample. Eichhorn et al. [EFW+08] have used a touchdown sensor to
detect the contact between two micro-objects and simultaneously computing the depth
in nanometres. Schmoeckel et al. [SWK01] have used a laser triangulation method for
depth detection using an additional optical microscope that is fixed inside the SEM
vacuum chamber. A photometric stereo-based approach using multiple back scattered
electron detectors has been used by Chen et al. in their work [CMK12].

Apart from the stereo imaging-based methods that are relatively complex, the depth
information can be extracted simply by using the focus information in the images. This
concept of estimating the depth is well-known in the field of optical microscopy and is
commonly termed as depth from focus [Sub88,GS90]. Most importantly this technique
avoids two main problems: correspondence and occlusion that are commonly seen in the
case of stereo imaging-based methods. The underlying idea behind these techniques is
that they use a sequence of images obtained by moving the microscope along its optical
axis with a predefined finite number of steps. Depth is then computed by applying a
focus measure on the images to find the camera position at which the object in frame
appears to be in focus. One such technique has been used in this work.

In this work, instead of acquiring multiple images at fixed step, the depth information
is directly estimated by autofocusing the regions containing the objects. This process is
explained using an experimental scenario.

4.2.2 Experimental scenario

In this work, the inter-object depth estimation has been performed using a FT G32
force sensing microgripper from FEMTO TOOLS [Fem11] (see figure 4.17(a)) and silicon
microparts of dimensions 10µm × 500µm × 20µm (see figure 4.17(b)). The gripper is
fixed to a support inside the SEM vacuum chamber and the microparts are placed on
the positioning table underneath the gripper. Normalized variance (given by equation
(4.11)) has been used as the focus measure. In this case, the sharpness curve contains
two peaks as show in the figure 4.18.
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(a)

500 µm

10 µm

(b)

Figure 4.17: The objects used for the experiments (a) FEMTO TOOLS FT G32 micro-
gripper (b) silicon micropart.
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Figure 4.18: Principle of focusing and sharpness score variation with the presence of
gripper.

4.2.3 Inter-object depth estimation

As an initial approach, the sharpness function has been applied over the total range of
focus steps (i.e. by changing the working distance) to find the individual object depth.
The resulted curve is shown in the figure 4.19. As expected, two local maxima have
been found indicating the height of the gripper and the microparts with respect to the
lens pole piece. Although this approach determined the absolute height, it is a time
consuming process to scan the entire region of focus.

In order to overcome this problem, in this work, we first segment the image into dif-
ferent regions of interest (ROI). For each ROI, the best focus position is computed using
the previously explained visual servoing-based autofocusing technique. By computing
the working distance that is associated with the obtained best focus step using equation



4.2 Depth estimation from focus 83

Gripper location

Micropart location

Height
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Figure 4.19: Sharpness function indicating the gripper and micropart locations.

(4.3) provides the height of the object. Finally, the inter-object depth Zio is obtained
by equation (4.24).

Zio =| Zpart − Zgripper | (4.24)

where, Zpart and Zgripper are the obtained heights of micropart and gripper regions
respectively.

For this task, the ROI is determined on the basis of thresholding the pixel intensity
values. The value of this threshold has been selected manually. Optionally, the ROI can
also be determined by using object recognition or tracking algorithms [WK03, YC09,
Sie11]. Figures 4.20(a) and 4.20(b) show the best focused images of each ROI. The plots
shown in the figure 4.21 show the results of autofocusing process applied on different
regions. Figures 4.21(a) and 4.21(b) show the heights obtained for gripper and micropart
regions respectively when they are far from each other and the computed Zio is 5.632mm.
Figures 4.21(c) and 4.21(d) show the heights obtained for gripper and micropart regions
respectively when they are near and the computed Zio is 1.23 mm.

90 µm

(a)

90 µm

(b)

Figure 4.20: Focused ROI of (a) FT G32 microgripper (b) silicon microparts.
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Figure 4.21: Results of autofocusing at different regions. (a) Gripper (b) micropart
heights when they are far from each other. (c) Gripper (d) micropart heights when they
are near.

4.3 Shape reconstruction from focus

In this section, a method to reconstruct the 3D shape of micro-objects present in the
scene is detailed. Unlike inter-object depth estimation, the sharpness of each pixel
present in the ROI has been maximized in its local neighborhood. The size of the
neighborhood is pre-selected. This type of approach is commonly termed as shape from
focus [NN94]. The underlying idea behind this technique is: it uses a sequence of images
obtained by moving the microscope along its optical axis with a predefined finite number
of steps. Depth of a pixel point is then computed by applying a focus measure on the
acquired images to find the camera position at which the object in frame appears to be
in focus [NN94, NNŠ03b, NNŠ03a, Wed04, FTDLFP08]. These type of methods mostly
rely on the advantage of weak depth of focus in optical systems. In the case of SEM, in
spite of having a high depth of focus, it is still possible to use the focus-based approach
by simple modifications in the system imaging parameters. So in this section, the details
regarding various system parameters that are influencing the depth of field are presented
first. Also for this case, normalized variance has been used as the sharpness measure.
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4.3.1 Reducing the depth of focus

As mentioned earlier in section 4.1, from equation (4.2), the depth of focus (D) mainly
depends on the aperture diameter and the working distance. So in order to reduce D,
we have three possible options: increasing the aperture diameter (A), increasing the
magnification (M), or reducing the electronic working distance (Z). By increasing A
the semi angle of the beam increases and simultaneously D decreases. This option can
be used only with the SEMs having multiple exchangeable apertures. Figure 4.22 shows
the relation between aperture diameter and depth of focus. The other option is to
increase M. But increase in magnification limits the field of view making it difficult to
track all the available parts. The relation between the magnification and depth of focus
is shown in figure 4.23. Apart from these two options, depth of field can be reduced by
decreasing the electronic working distance i.e. to move the sample (focal plane) close
towards the objective lens pole piece. However, this is not a feasible choice, as increase
in sample height may damage the lens. The minimum acceptable working distance is
about 5− 8mm.

Z

D

D/2

D/2

Objective lens

Focus plane

A

(Best focus)

Sample
surface

A

D
D/2

D/2

α
α

Figure 4.22: Relationship between the aperture diameter and depth of focus in SEM.

In this work, the option of varying the aperture diameter has been selected. The
aperture strip present in the JEOL SEM column contains four apertures of diameters
100µm, 70µm, 50µm and 30µm respectively. By observing the amount of blur, an
aperture with 70 µm has been selected for this work. However, high aperture sizes may
result in low resolution. The magnification used is 300× and the image size is 512× 512
pixels. The measured electronic working distance with the focal plane lying on gripper
surface is 23.7 mm. With these parameters the computed D is 293 µm. So to achieve
good resolution in reconstruction it is necessary to take images with a distance step
greater than 293.
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Figure 4.23: Relationship between the magnification and depth of focus in SEM.

4.3.2 Experimental shape reconstruction

In this process, the first step is to perform autofocusing on the global scene in order
to acquire a sharp image to compute the ROIs. Unlike for depth estimation where
a global ROI has been used for each part, multiple ROIs are determined to increase
the accuracy of reconstruction. For this task, the ROIs are computed by applying the
watershed transformation [GW08]. Figure 4.24 shows the computed ROI demonstrating
the segmented gripper fingers from platform surface. Next, multiple images are acquired
by varying the electronic working distance. Figure 4.25 shows two images out of a series
of 6 images acquired with a varying working distance of 300 µm. The acquired images
are indexed with their corresponding focus step. Then, for each pixel point (u, v) in the
ROI for each image, normalized variance has been computed in a local neighborhood of
size n × n using equation (4.25). In this work, a neighborhood of size 5 × 5 has been
used.

(a) (b)

Figure 4.24: Segmented regions of the (a) gripper fingers and (b) platform surface formed
after applying watershed transformation.
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Figure 4.25: Images acquired for reconstruction with varying working distance.
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where, K = 1 . . . k number of images, µ̄ is the local neighborhood pixels mean, I is the
grey level intensity of the pixel.

Now, the image in which the Slocal is maximum for the current point is determined.
The height of the point is then computed using the index (focus step) of the particular
image from equation (4.3). As the entire process of reconstruction is depended on
the sharpness information, the scene to be reconstructed should contain good textures.
Figure 4.26 shows the initially obtained depth map.

Figure 4.26: Initially estimated depth map for the regions containing gripper fingers.

From the initial results, it has been observed that some pixel points lead to erroneous
heights. This is due to the quality of images and used step between the working distances.
These heights are processed by local thresholding for each region. The threshold value
is chosen to be the index value possessed by maximum number of pixels in the specific
region. An alternative solution is by using a parable fit for sample of variances as
described by Niederoest et al. [NNŠ03b]. The obtained depth map is approximated using
the gridfit program provided by D’Errico in Matlab R© [D’E05]. A sample matlab code
snippet using gridfit and visualizing the final output is shown in listing 4.1. The total
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process of shape reconstruction from focus is summarized in algorithm 2. Figures 4.27(a)
and 4.27(b) show the reconstructed images formed after surface approximation. Figures
4.28(a) and 4.28(b) show the images formed after overlaying the original texture.

1 x = X; % x data vector
2 y= Y; % y data vector
3 z = Z; % z data vector
4 % x and y vectors defining the nodes in the grid
5 gx=0:1:512;
6 gy=0:1:512;
7 % Option ′tilesie′ is for simplifying larger grid
8 [zg,xg,yg] = gridfit(x,y,z,gx,gy,’tilesize’,4,’overlap’,0.5);
9 figure;

10 surf(xg,yg,zg);
11 shading interp;
12 camlight right
13 lighting phong

Listing 4.1: Matlab code snippet demonstarting the usage of gridfit

Algorithm 2 Shape reconstruction from focus in SEM.

1: Perform autofocus on global scene and get working distance Z
2: Compute multiple ROIs
3: for Z = Z − 1.46 : 0.29 : Z + 1.46 do
4: Acquire image and index it with the corresponding focus step
5: Save the image in stack
6: end for
7: Select the neighborhood size, n
8: for ROI = 1: total number of ROI do
9: for K=1: total number of images do

10: for u=1: image width do
11: for v=1:image height do
12: Compute Slocal of each pixel (u, v) in ROI using (4.25)
13: Get the image index with maximum Slocal
14: Assign Z using (4.3)
15: end for
16: end for
17: end for
18: end for
19: Get a reconstructed image adding all ROI pixel depths
20: Perform median filtering, thresholding and surface interpolation
21: Get final reconstructed image
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(a)

(b)

Figure 4.27: Reconstructed images formed after surface approximation.

The developed method is also validated using a gold on carbon specimen. Figure
4.29 shows the sample stub for JEOL SEM and the region pointed by red rectangle is
used for reconstruction.

Figures 4.30(a) and 4.30(b) show the initial depth map and the image formed after
surface interpolation respectively. Figure 4.31 shows the texture overlaid image.
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(a)

(b)

Figure 4.28: Reconstructed images formed after overlaying the original texture.

Gold particles

 on carbon

2 mm

Reconstructed region

(a) (b)

Figure 4.29: Gold on carbon sample stub for JEOL SEM.
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(a)

(b)

Figure 4.30: (a) Initially obtained depth map for gold on carbon sample. Reconstructed
images formed after (b)surface approximation.

Figure 4.31: Reconstructed gold on carbon stub image formed after overlaying the orig-
inal texture.
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4.4 Conclusion

Throughout this chapter, different methods that are developed around the image focus
information are presented. At the first hand, a new, direct and robust visual servoing-
based autofocusing method for SEM has been presented. For this purpose, different
sharpness measures are evaluated and from the obtained evaluation results normalized
variance has been selected as the sharpness measure in designing the control law. Un-
like the traditional methods, the developed method performs autofocusing directly by
controlling the size of the focus step using an adaptive gain. Based on the sharpness
score, the value of the gain is adjusted such that a best focus position is ensured. The
secondary task function used in the control law precisely stops the overall process, when
a best focus position is reached. This method has been integrated with the instrument’s
software control that has been specially developed at FEMTO-ST and validated us-
ing the JEOL SEM at different operating conditions. The operating conditions include
varying brightness, scan speed and sample. The obtained experimental results at these
conditions prove the robustness of developed approach. Moreover, it has an ability to
skip the local maxima that affect the focusing process. The obtained experimental re-
sults from the tests performed in comparison with the existing search-based approach
prove the fastness and precision of the developed method in finding the best focus.

Inter-object depth estimation is a crucial and challenging task when performing a
robotic micromanipulation task in SEM. In this work, a method to estimate the inter-
object depth using image focus has been presented. It is a direct application of the
previously presented autofocusing technique and estimates the inter-object depth by
finding the point of maximum sharpness separately for each object present in the scene.
The results obtained with JEOL SEM for a scene containing microgripper and a silicon
microstructure are convincing: fast and accurate. Finally, a method to reconstruct
the 3D shape of micro-objects present in the scene is presented. It is performed by
acquiring multiple images by varying working distance and by estimating the depth of
each pixel point in its local neighborhood. It has been validated on the scenes containing
microgripper and gold on carbon stub and the reconstructed results are presented. The
accuracy of reconstruction has not been tested due to the limitations associated with
the current system.

The future works are devoted to perform an automatic micro-nanomanipulation task
using the developed autofocusing and depth estimation techniques. Before performing
an automatic task, it is also planned to validate all the developed approaches under
a more advanced FEG SEM that also includes the improvement of the approaches in
terms of accuracy.



Chapter 5
Automatic nanopositioning in SEM

This chapter discusses vision-based automatic nanopositioning in SEM . Two
visual servoing approaches that are developed to control the 2 degrees of free-
dom piezo-positioning platform are presented. The first approach uses the
total pixel intensities present in an image for designing the control law. In
this case, the positioning error and the platform control are directly linked
with the intensity variation. The second approach is a frequency domain
method that uses Fourier transform to compute the relative motion between
images. In this case, the control law is designed to minimize the error i.e.
the 2D motion between current and desired frames by controlling the plat-
form movement. Both the methods are validated at different experimental
conditions for a task of positioning silicon microparts using piezo-positioning
platform.

93
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5.1 Overview of micro-nanopositioning

Over the last decade, nanorobotics has gained significant attention due to the advances
in nanoscience and nanotechnology. It has a wide variety of applications in industry,
scientific and biomedical domains. It integrates various disciplines that includes nanofab-
rication and nanomanipulation. Nanofabrication is used to generate different compo-
nents that are used to produce nanoactuators, nanosensors etc. Nanomanipulation on
the other hand, is used to manipulate different micro-nanoobjects like CNTs (carbon
nanotubes) [FAD03,FNLE09], InGaAs nano springs [HHB+09], TEM samples [LBK12]
and silicon nanowires [ZXQ+09] in order to perform dynamic analysis and characteriza-
tion of their structural, mechanical, electrical or optical properties [Bon93]. Moreover,
manipulation of nanometric objects also benefit in developing and building complex
NEMS [AMH+03]. The consequence of this strong demand is the emergence of an ac-
tive research area concerning the development of assembly and handling technologies on
the micro-nanoscale.

Until now, great progress has already been realized in the development of mi-
croassembly stations [YGN01,WP04,PVKN06,ACC+13], microgrippers [BBN+06,AHGP09],
precise manipulation systems [PCL+04] as well as the robust control strategies [TDF+08,
Tam09,TLFPD10]. In order to perform nanomanipulation, the basic tasks include iden-
tification, positioning and handling of the objects. Out of all, positioning is more chal-
lenging at this particular scale mainly due to the lack of accurate feedback information.
As mentioned earlier in chapter 2, this problem can be resolved by considering micro-
scopic imaging systems such as SEM, TEM or AFM as the underlying sensors to control
the behavior of robotic devices during the process. Generally optical microscopes are
employed for this task. However, they are limited by their small depth of field and
resolution and are not suitable at this particular scale. With its ability of producing
images with high resolution at high magnifications in real-time, a SEM is always favored
as an imaging tool for automatic nanomanipulation applications. Even though, TEM
and AFM provide images with high resolution, they are limited by their working range.

So far, most of the nanopositioning tasks using a SEM are performed by skilled oper-
ators who use a joystick device to control the positioning platform movement [WSJ05a].
However, due to the presence of uncertainties and instabilities in the SEM electron col-
umn, it is always a difficult and tiresome task to perform. So, it is necessary to develop
a system that can automatically handle the positioning problems. When we think of an
automatic positioning system, the first thing that can be used is the microscope image
information. This process of controlling a robotic device using vision information is a
well-known technique called as visual servoing [HHC96]. The concept of visual servoing
is explained in detail in the next section. In this way, the positioning errors can be
minimized and the task can be well repeated.

In general, most of the visual servoing control strategies are based on minimizing
the error between current features and reference features observed in the images [CH06].
These features are local geometric contents (like edges, corners etc.) of an object or
specially used fiducial markers and are extracted from visual tracking. This tracking
process plays a vital role in the development of visual servoing strategies. Many re-
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cent works have used cross-correlation-based template matching and active contours for
tracking micro-objects in semi-automated tasks [SF06, FWH+07]. The active contours
approach uses energy minimizing splines to track an object’s shape in the image. Even
though, both the methods show convincing results with the noisy SEM images, they are
more or less computationally complex. Apart from these 2D tracking approaches, recent
works have used 3D model-based tracking. Kratochvil [Kra08,KDN09] and Tamadazte
et al. [TMDLFP10] have proposed different methods for tracking the micro-objects using
3D CAD (computer-aided design) models [YN05]. To use these methods, a previously
defined or known model is required. As full frame acquisition in SEM is a time taking
process, Kratochvil in his work has used small ROI scans for tracking. These ROIs are
selected based on an analysis of the model.

However, with SEM as an imaging tool, acquiring images to use them with visual
servoing is always a challenging task. This is mainly due to the addition of huge amount
of noise during image acquisition process at higher scan rates. Moreover, the pixels are
acquired one at a time slowing down the overall acquisition rate. Apart from this, when
the objects are in motion, the images contain multiple occurrences of the object due to
the sequential raster scanning of the surface (see figure 5.1). This phenomenon mainly
raises the difficulty in applying any visual tracking algorithms in real time. In order
to tackle this problem, we opted to develop a tracker-less nanopositioning in this work.
Many recent developments have shown that the tracking process for visual servoing can
be completely omitted and replaced by the global image information like pixel grey
level intensities also called as photometric visual servoing [TLFPM10, CM11], image
entropies [DM09] or image gradient [MC10] etc. Apart from these methods, tracking
can also be replaced by using a non-geometric image measurements as explained by
Benhimane and Malis [BM07]. For this case, parameters obtained from the 2D motion
model are used.

(a) (b)

Figure 5.1: Images of the microgripper acquired when (a) stable (b) moving.

In this work, by considering the direct approach of using the global image infor-
mation, two methods have been implemented for automatic positioning of the silicon
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micro-objects by controlling the motion of piezo-positioning platform. The first one
uses the global pixel intensity values and the second one is a frequency domain tech-
nique based on 2D motion estimation. Both the developed methods are evaluated at
different experimental conditions such as varying scan speed and magnifications. Be-
fore explaining the methods, the details regarding the concept of visual servoing are
presented in the next section.

5.2 Basic visual servoing methods

As mentioned earlier, visual servoing1 is a closed-loop control mechanism to control a
robotic device using vision feedback information. Since the last couple of decades, it
has been studied extensively and used in many applications starting from simple pick
and place tasks to the present day’s complex manipulations. The initially developed
systems are based on a simple look and move configuration (see figure 5.2). In the
terms of manipulation, these systems work in two phases: tracking and control. The
former phase is used to continuously track and update the position information of the
environment or object being viewed and the later phase is used to control the robot
position based on the information provided by tracking phase. These two phases are
repeated continuously until the overall task is accomplished.

Look
(Tracking)

Move
(Control)

s

s*

e

+

_
Robot

desired
 information

current
 information

Figure 5.2: Classical look and move visual servoing.

In general, the underlying idea behind this technique is to compute the relationship
between image and robot spaces to estimate and control the robot joint velocities. The
image information used to generate a control can be either a two dimensional (in image
coordinate system) or a three dimensional pose (in the robot base or camera coordinate
systems). Based on this information, the visual servoing strategies are mainly classified
into the following three types:

• Position-based visual servoing

• Image-based visual servoing

• 2 1/2 D visual servoing

All these types are explained below.

1The term visual servoing has been first introduced in the literature by Hill and Park in 1979 [HP79].
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5.2.1 Basic idea of visual servoing

According to Chaumette and Hutchinson [CH06], the visual servoing task can be seen
as a task function and its main aim is to minimize the error e(t) given by equation (5.1).

e(t) = s(m(t))− s∗ (5.1)

where, s and s∗ being the current and reference features, m(t) is a vector containing
the set of measurements. Now to design a control scheme, a relation between the time
variations of s i.e. ṡ and camera instantaneous velocities v is required. Here v = (v, ω)
where, v and ω are respectively the linear and angular velocities of the camera frame.
Now the relationship between ṡ and v is given by

ṡ = Lsv (5.2)

where Ls is the image Jacobian or the interaction matrix that links both parameters.
Now, using equations (5.1) and (5.2) the time variation of error is

ė = Lsv (5.3)

The final control law that ensure an exponential decrease of the error is given by

v = −λLs
†e (5.4)

where, Ls
† is Moore-Penrose pseudo inverse of Ls and λ is the positive gain.

Normally with real time systems, it is impossible to compute a perfect Ls. So in this
case, an estimate must be realized and the final control law now takes the form given
by equation (5.5).

v = −λL̂s
†e (5.5)

where, L̂s is an estimate for Ls.

5.2.2 Position-based visual servoing (PBVS)

Usually, PBVS Position-based visual servoing is referred to as 3D visual servoing since
the image measurements are used in computing the 3D pose of an object being tracked
with respect to the camera or world coordinate systems [WSN87, TMCG02]. More
specifically, in the context of a rigid body positioning task, the considered current and
desired features are expressed as 3D poses (see figure 5.3). The Cartesian error to be
minimized is the difference between these poses. The main advantage associated with
this method is that the control is performed directly in the Cartesian space.

Since the pose of an object is estimated in the camera frame, the corresponding
transformations between the camera and the robot frames have to be known before
in order to generate the control. For computing the pose of an object using image
measurements, it requires the camera intrinsic parameters2 along with the 3D model

2Intrinsic parameters of a camera can be obtained from camera calibration.
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Figure 5.3: Block diagram depicting PBVS.

of the object. So, for the task of accurate positioning, it mainly requires a precise
calibration. Furthermore, the image processing algorithms to compute the object pose
have to be more sophisticated. Adding to this, as the control is not generated in the
images, the possibility of missing the target in camera’s field of view is high. Due to
these reasons, many researchers have opted to use 2D visual servoing over PBVS.

5.2.3 Image-based visual servoing (IBVS)

IBVS is usually referred to as 2D visual servoing, since it uses the 2D visual features
that are extracted locally from the images for error minimization [WSN87,FM89]. These
features can be any local geometric contents (like edges, corners etc.) of an object or
specially used fiducial markers and are extracted from visual tracking. The reference
features s∗ are obtained by teaching approach where the robot is moved to a desired
position first and the features at this location are recorded. Inturn, these features are
compared with the current features to generate an error value. For each new image, the
error values are updates simultaneously.The control block diagram for IBVS is shown in
figure 5.4.
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Figure 5.4: Block diagram depicting IBVS.

For IBVS, the image measurements m are usually the pixel coordinates of a set of
points. This method is mainly involved in the computation of interaction matrix that
provides a relationship between the scene and camera frames. For a 2D point p(x, y) in
the image frame that is a projection of the 3D point P(X,Y, Z) in the camera frame,
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the interaction matrix Lp associated with p is given by

Lp(x, y, Z) =

[−1
Z 0 x

Z xy −(1 + x2) y
0 −1

Z
y
Z (1 + y2) −xy −x

]
(5.6)

In Lp, Z is the depth of the point relative to camera frame and need to approximated
when a single camera is used. Instead of approximation, the depth values can be com-
puted using the method proposed by Papanikolopoulous and Khosla for adaptive depth
estimation [PK93]. However, variable depths may lead to the local minima and unstable
behavior of the robot [Cha98].

Now, for an eye-to-hand configuration, the control law to control the robot using
joint velocities q is given by equation (5.7) [DK10].

q̇ = −λJs
†e (5.7)

where, Js is the features Jacobian given by

Js = −Ls
cVF

FJn (5.8)

where, cVF is the transformation matrix from camera frame Rc to the robot frame RF .
This matrix can be estimated using the camera calibration methods [Tsa87]. FJn is the
robot Jacobian matrix expressed in the robot reference frame RF .

Despite of requiring the camera calibration, IBVS is known to be robust to the robot
and camera calibration errors. The only difference when using a precise calibration and
coarse calibration is that with precise calibration convergence rate is faster.

5.2.4 2 1/2 D Visual servoing
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Figure 5.5: Block diagram depicting 2 1/2 D visual servoing [MCB99].

This new concept of 2 1/2 D visual servoing also called as hybrid visual servoing
has been first introduced by Malis et al. [MCB99]. The block diagram of this schema
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as provided by Malis et al. is shown in the figure 5.5. This method is actually a com-
bination of both the two methods explained above and possess some good advantages.
In comparison to PBVS, it does not require any 3D model. This method is based on
estimating the rotation and translation of the camera using current and desired images.
Since the rotation and translation is controlled by two independent control loops, it
ensures the convergence of the control law in the entire task space if the camera intrinsic
parameters are known.

5.3 Task description and geometrical modelling of posi-
tioning stage

5.3.1 Experimental positioning task

The nanopositioning studied in this work is for two objectives. The primary one is to
perform characterization of microstuctures by probing to measure the structure stiff-
ness. The second one is to perform in situ manipulation of micro-nanostructures by
handling for lift-out from their support. For this study, the silicon microparts (see fig-
ures 5.6(a) and 5.6(b)) of dimensions 10 µm × 100 µm × 20 µm are considered. The
parts are placed on the piezo-positioning stage and the main objective is to position
the parts automatically in the desired location by controlling the platform’s movement.
For demonstration, the desired location has been selected by an operator using the spe-
cially designed GUI. Once the desired location is selected, the platform moves back to
its initial position (−19V,−19V ) from where the servoing starts. Different experimen-
tal conditions that include varying scan speed and magnifications are tested for both
methods. For all experiments, the SEM secondary electron images of size 512× 512 are
used for developing the vision-based control. The acceleration voltage used to generate
the beam is 15 kV . The control laws for both the methods are programmed in C++,
where the intensity-based method uses ViSP (visual servoing platform) [MSC05,Pro13]
library and Fourier-based method uses FTTW3 library [FJ05,BR10].

5.3.2 Voltage-displacement model of piezo positioning platform

Recall the hardware setup explained in chapter 2, a 3 degrees of freedom (X,Y, Z) open
loop piezo positioning platform (TRITOR 100 from Piezosystem Jena GmbH) has been
used for this work. The positioning platform is mounted inside SEM vacuum chamber
and is controlled using a 3 channel piezo controller NV 40/3. The maximum possible
motion on all axes is up to 100 µm with a resolution of 0.2 nm.

In general, the displacement provided by the positioning platform is a result of the
voltage supplied to the piezo actuator. As the control laws explained in the next sec-
tion can only provide the displacements, it is necessary to compute the relationship
between displacement and input voltage. Apart from that, it is a well-known fact that
the piezoelectric materials exhibit strong nonlinear hysteresis. So, it is also required to
compensate this effect beforehand. In order to accomplish this, the experiments are per-
formed by increasing the voltage from initial value (−19 V ) to maximum value (110 V )
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(a)

500 µm

10 µm

(b)

Figure 5.6: Silicon microparts used for the experiments.

with a step change of 1 V and then decreasing back to the initial value. The respective
displacements are measured using a laser interferometer. The tests are conducted for
each axis (x and y) separately and the obtained hysteresis curves are shown in figure
5.7(a) and 5.7(b). Note that, even though z can be controlled up to 100 µm it is not
used in this work since this movement is less than the depth of field at the used magni-
fication and cannot be traced. Also, since the variation in z − axis varies image focus,
a method to control the focus is already explained in previous chapter. The ascending
and descending curves for each axis are approximated by fourth order polynomial given
by (5.9), (5.10), (5.11) and (5.12) respectively. The coefficients of the polynomial are
estimated by least squares fit. The estimated coefficients for this work are summarized
in tables 5.1 and 5.2. Finally the platform control is performed using the displacement
vector d(x,y) = [dx dy]> to supply voltages [Vx Vy]

> for the piezo-actuator (figure 5.8).

Vx−inc = a1id
4
x + a2id

3
x + a3id

2
x + a4idx + a5i if ẋ > 0 (5.9)

Vx−dec = a1dd
4
x + a2dd

3
x + a3dd

2
x + a4ddx + a5d if ẋ < 0 (5.10)

Vy−inc = b1id
4
y + b2id

3
y + b3id

2
y + b4idy + b5i if ẏ > 0 (5.11)

Vy−dec = b1dd
4
y + b2dd

3
y + b3dd

2
y + b4ddy + b5d if ẏ > 0 (5.12)

where, Vx, Vy and dx, dy are the input voltages and displacements for x and y axes
respectively, aki, akd, bki and bkd are polynomial coefficients for increasing and decreasing
curves, ẋ and ẏ are the change in displacements.
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Figure 5.7: Hysteresis curves for (a) x-axis (b) y-axis.
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Figure 5.8: Voltage-displacement control model of the piezo-positioning platform.

Table 5.1: Computed polynomial coefficients for x-axis.
k aki (Inc-x) akd (Dec-x)

1 -5.3343 ×10−7 2.6118×10−7

2 0.00017528 -2.2086×10−5

3 -0.017184 0.0032187

4 1.6457 0.73526

5 -19.018 -21.086

Table 5.2: Computed polynomial coefficients for y-axis.
k bki (Inc-y) bkd (Dec-y)

1 -5.6939×10−7 4.9101×10−7

2 0.00018878 -7.3072×10−5

3 -0.020198 0.0056593

4 1.8527 0.77264

5 -19.171 -22.073

5.4 Nanopositioning using intensity-based visual servoing

In this section, a control law to perform automatic nanopositioning in SEM using the
pixel intensity values is explained. First the derivation of control law is explained fol-
lowed by the experimental validations.
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5.4.1 Intensity-based visual servoing

This method is based on considering the intensity values of all the pixels present in an
image as visual features i.e. s = I. By considering all the pixels in an image f(x, y) of
size M ×N , the visual feature is given by

s = I =
(
I(1,1), I(1,2)...I(M,N)

)>
(5.13)

where, I(u,v) is the intensity of a pixel at location (u, v) and I is a column vector of size
M ×N . In this case, the error is

e = I− I∗ (5.14)

If we consider the problem of error minimization as an optimization problem, the
primary goal will be to minimize the cost C given by equation (5.15).

C = e>e = (I− I∗)> (I− I∗) (5.15)

The goal Image I∗ is defined by teaching approach where the platform is moved to a
desired position and the image is acquired. Once, the target is defined, the main goal
of the controller is to regulate the cost function from an unknown position. When C is
minimum, the current position corresponds to the desired position. To visually reflect
this cost function, a set of images are acquired by moving the platform around the
target position. The cost is computed using these images offline and is shown in the
figure 5.9. From the figure, the cost becomes minimum at the desired position; however,
the convergence is not smooth. The main reason is that the intensity variations in SEM
imaging are not constant.
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Figure 5.9: Visual representation of the cost function for intensity-based visual servoing.

Now to control the motion of the positioning stage, an estimation of the interaction
matrix is required to link the temporal variation of pixel intensities with the camera
instantaneous velocities. As shown by Marchand [Mar07], it can be derived by consider-
ing the optical flow constraint equation (OFCE) provided by Horn and Schunck [HS81].
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According to OFCE, the intensity of a pixel I(x, y, t) in an image is same before and
after a small displacement (dx, dy) for a time interval dt. We then have

I(x, y, t) = I(x+ dx, y + dy, t+ dt) (5.16)

The first order Taylor expansion of (5.16) gives (5.17).

∂I

∂x
dx+

∂I

∂y
dy +

∂I

∂t
dt = 0 (5.17)

On dividing (5.17) by dt, we get:

∇Ixẋ+∇Iyẏ + İ = 0 (5.18)

where, ∇Ix = ∂I
∂x and ∇Iy = ∂I

∂y .
Now, if we consider the interaction matrix related to a 2D point m(x, y) (projection

of 3D point M(X,Y, Z)) in the image which is given by equation (5.19).

L(x,y) =

[
− 1
Z 0 x

Z xy −(1 + x2) y
0 − 1

Z
y
Z (1 + y2) xy −x

]
(5.19)

Using L(x,y), equation (5.2) can be decomposed into (5.20).

ẋ = Lxv and ẏ = Lyv (5.20)

By substituting (5.20) in (5.18), we get

İ = − [∇IxLx +∇IyLy] v (5.21)

From equation (5.21), the interaction matrix LI(x,y) is

LI(x,y) = − [∇IxLx +∇IyLy] (5.22)

Here, LI(x,y) is the interaction matrix of size 1×6 for one pixel. For entire image, it can
be rewritten as

LI =


LI(1,1)

.

.

.
LI(M,N)

 (5.23)

. Using LI, the time variation of pixel intensities is given by

İ = LIv (5.24)

The deduced interaction matrix allows us to control up to 6 degrees of freedom. However,
the used positioning platform can be controlled only 2 degrees of freedom (x and y).

Now, using equations (5.22) and (5.14), the control law given by equation (5.5) can be
used. However, it has been shown that, a more feasible solution can be by using a control
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law derived of the form Levenberg-Maquardt optimization technique [Mal04, CMC08].
The control law derived of this form can be highly non-linear and improve the robustness
[CM11]. The final control law is then given by equation (5.25).

v = −λcVp (H + µdiag(H))−1 LI
>e (5.25)

where, λ and µ are positive gains, H = LI
>LI is the Hessian matrix and cVp is the

transformation matrix from camera frame Rc to platform frame Rp and can be obtained
from sensor calibration.

As mentioned earlier, the platform can be controlled only with the voltages and a
voltage-displacement model has been derived. So the velocities computed from control
law are now converted to displacements d(x,y) of the platform using equation (5.26).

d(x,y) = vavgt (5.26)

where, vavg = v0+vcur
2 is the average velocity, v0 is initial velocity, vcur is the current

velocity and t is the sampling time taken.
For each iteration, the displacement vector is updated as given by equation (5.27)

and the corresponding voltages computed from equations (5.9), (5.10), (5.11) and (5.12)
are used to control the platform.

dnew = dcur + dprev (5.27)

where, dnew,dcur and dprev are the updated, current and previous displacements respec-
tively. The block diagram depicting the overall control is shown in figure 5.10.
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Figure 5.10: Block diagram depicting intensity-based visual servoing.

5.4.2 Nanopositioning at optimal scan speed

The initial experiments are performed to position the silicon microparts with a normal
scan speed of 720 nanoseconds per pixel providing a frame rate of 2.2 frames per second.
The magnification is fixed to 300 ×. For this test, the user selected voltages are 50V
for x channel and 60V for channel. Figures 5.11(a) and 5.11(b) show respectively the
images acquired at desired and initial positions. Figures 5.11(c) to 5.11(f) show error
(I − I∗) at different locations. The final error at the end of the positioning task is
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Figure 5.11: Series of images depicting the intensity-based visual servoing at normal scan
speed. (a) Represent user selected desired position. (b) Initial image in the process. (c)
- (f) Errors at different positions. (g) Final error.

shown in figure 5.11(g). Fig. 5.12(a) and Fig. 5.12 show the displacement and voltage
variations with each iteration during the positioning process. Figure 5.12(c) shows the
cost variation with each iteration.

5.4.3 Nanopositioning at high scan speed

Second tests are performed to position the microparts using the images acquired with an
increased raster scanning speed. Normally in SEM imaging, high scanning rates during
image acquisition leads to the increased noise levels in images. More details about noise
in SEM imaging noise are explained in chapter 3. This test has been performed to
check the methods efficiency in reaching the desired position at noisy conditions. For
this test a scan speed of 360 nanoseconds (maximum allowed) per pixel that provides
a frame rate of 3.1 frames per second has been used. Initially selected voltages for
desired location are 50 V and 60 V for x and y channels respectively. Figures 5.13(a)
and 5.13(b) show images at desired position and initial location respectively. Figures
5.13(c) and 5.13(d) show the error at first and final iterations during the positioning.
Figures 5.14(a), 5.14(b) and 5.14(c) show the variation of displacements, voltages and
cost during the process.

5.4.4 Nanopositioning at increased magnification

This experiments are performed to position the micropats at high magnification. This
task has been performed at a magnification of 800×. Simultaneously, the method is also
validated with increased scan speed at the selected magnification. The selected scan
time is 360 nanoseconds per pixel. The voltages selected for desired position are 30 V
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Figure 5.12: (a) Displacement (b) voltage (c) cost variations in x and y axes of the
positioning stage with each iteration using optimal scan speed.

Figure 5.13: (a) Image acquired at desired location. (b) initial image (c) error at initial
position (d) error at final position using high scan speed.

and 60 V respectively for x and y axes. Figures 5.15(a) and 5.15(b) show the images
at desired position and initial position respectively. Figure 5.15(c) shows the error at
initial position and figure 5.15(d) shows the error at final position during the positioning
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Figure 5.14: (a) Displacement (b) Voltage (c) cost variations during the positioning task
using intensity-based visual servoing at high scan speed.

Figure 5.15: Images acquired at (a) desired location (b) initial position. Error images
at (c) initial position (d) final position during the Fourier-based visual servoing process
at high magnification (800×).
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task. The displacement and voltage variation plots are shown in Figures 5.16(a) and
5.16(b) respectively. Figure 5.16(c) shows the cost variation with each iteration at the
selected magnification.
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Figure 5.16: (a) Displacement (b) Velocity variations during the positioning task using
intensity-based visual servoing at high magnification (800×).

5.4.5 Nanopositioning at unstable conditions

The final experiments are conducted to perform the positioning task at unstable con-
ditions i.e. at varying brightness and contrast and to check the method’s efficiency.
For this test, once the desired position is selected and the positioning has started, the
contrast and brightness are varied manually. The selected magnification is 300× and
scan speed is 720 nanoseconds per pixel. Eventually, the nanopositioning task failed
during this test since it requires constant or less variations in the intensity. Figures
5.17(a) and 5.17(b) show the reference and initial images. Figures 5.17(c) and 5.17(d)
show the images where the contrast and brightness values are changed during this test.
The displacement, voltage and error variations are shown in figures 5.18(a), 5.18(b) and
5.18(c) respectively. The zero voltage during the test indicates that the voltage is out
of the range.
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Figure 5.17: Series of images acquired during nanopositioning at unstable conditions
using intensity-based method. (a) Desired image. (b) - (d) Images acquired during the
process.
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Figure 5.18: (a) Displacement (b) Velocity variations during the positioning task using
intensity-based visual servoing at unstable conditions.

5.5 Nanopositioning using Fourier-based visual servoing

In this section, another method to perform the nanopositioning task has been discussed.
This method is based on estimating the motion between the current image and reference
image in Fourier domain. It uses the idea of homography-based visual servoing [BM06].
The main reason to select the Fourier domain is that with SEM imaging, the brightness
and contrast are not constant and it is known that Fourier-based motion estimation is
robust to intensity variations and image noise. With this method, the control strategy is
quite simple and does not require any direct estimation of the interaction matrix. In this
section, first different methods to estimate the motion in Fourier domain are explained.
Later the control strategy along with the positioning experiments are presented.
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5.5.1 Fourier-based motion estimation

In image processing, Fourier transformation is an important tool that is used in wide
variety of applications such as spectral analysis, image filtering, image compression and
image registration [RC96,Pau98,SJ06,SSKS09]. Normally for image data that is discrete,
the main basis to perform spectral analysis is by using discrete Fourier transform (DFT)
that is a sampled version of the Fourier transformation. It works by decomposing an
image in the spatial domain into sine and cosine components in the frequency domain.
Each point in the Fourier image represent the corresponding frequency of the points in
the spatial domain.

In general, the DFT produce an image with complex numbers that can displayed
as two images: magnitude image and phase image. Figures 5.19(b), 5.19(e), 5.19(h),
5.19(c), 5.19(f) and 5.19(i) show the centrally shifted log-magnitude spectrums and phase
spectrums of the images shown in figures 5.19(a), 5.19(d) and 5.19(g). It can be seen
from the images that the magnitude spectrum is insensitive to image translation, but it
rotates by the same angle of a rotated image. The image in figure 5.19(d) is a translated
version of figure 5.19(a) and their magnitude spectrum is same, but their phase angles are
different. Figure 5.19(f) shows this. In general, most of the information is present in the
magnitude spectrum and phase angle images contain little intuitive information. Based
on this concept, the motion estimation is performed independently and is explained
below.

Translation estimation by phase correlation

Let us suppose that f(x, y) and g(x, y) are two images acquired at desired and current
locations respectively and are translated by an amount of (δx, δy) in x and y axes. The
Fourier transforms F(u, v) and G(u, v) for both images are given by (5.28) and 5.29).

F(u, v) =

M−1∑
x=0

N−1∑
y=0

f(x, y)e−j2π{
ux
M

+ vy
N } (5.28)

G(u, v) =

M−1∑
x=0

N−1∑
y=0

g(x, y)e−j2π{
ux
M

+ vy
N } (5.29)

where, M and N are image dimensions and x and y are the spatial pixel coordinates.
Now, according to the Fourier shift property

G(u, v) = F(u, v)e−j2π{
u
M
δx+ v

N
δy} (5.30)

The normalized cross power spectrum Ĉ(u, v) is given by (5.31).

Ĉ(u, v) =
F(u, v)G(u, v)

| F(u, v)G(u, v) |
= ej2π{

u
M
δx+ v

N
δy} (5.31)

where, G(u, v) is the complex conjugate of G(u, v).
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 5.19: (a)(d)(g) Images in spatial domain (b)(e)(h) respective magnitude spec-
trums (c)(f)(i) respective phase spectrums.

The cross power spectrum is normalized in order to compensate the intensity vari-
ations. Now, (5.31) can be solved for overall translation (δx, δy) in two ways. The first
one is to solve directly in the Fourier domain using a coordinate system containing two
frequency axes and one phase difference axis. The slopes produced by u

M δx + v
N δy = 0

provides (δx, δy). However, it is computationally complex. The other method that is
used in this work is to find the inverse Fourier transform of (5.31) that results in a Dirac
delta function given by (5.32).

D(δx, δy) = FT −1(Ĉ(u, v)) (5.32)
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Finally, the 2D translation is computed by the maximum of (5.32).

(τx, τy) = argmax {D(δx, δy)} (5.33)

where, τx and τy are the estimated translations in x and y directions respectively.

Roto-translation estimation in Fourier domain

This section provides the information regarding the computation of rotatory motion
between images using the Fourier transformation. However, as the used positioning
stage does not features any rotation, it is not tested in the real time. The rotation
between two images can be extracted by converting the Fourier spectrum to log-polar
transformation. If f2(x, y) is rotated (by θ0) and translated (by (δx, δy)) version of
f1(x, y), then they are related by

f2(x, y) = f1(x cos θ0 + y sin θ0 + δx, −x sin θ0 + y cos θ0 + δy) (5.34)

Using Fourier translation and rotation properties

F2(u, v) = e−j2π[uδx+vδy ]F1(u cos θ0 + v sin θ0,−u sin θ0 + v cos θ0) (5.35)

where, F1 and F2 are the Fourier transforms of f1 and f2 respectively.
Let ξ1 and ξ2 be the magnitude spectrums of F1 and F2 respectively, then

ξ2(u, v) = ξ1(u cos θ0 + v sin θ0,−u sin θ0 + v cos θ0) (5.36)

Now, to compute the rotation, the magnitude spectrums are transformed to log-polar
form, then

ξ2(ρ, θ0) = ξ1(ρ, θ − θ0) (5.37)

Where, ρ and θ are the radius and angle in polar coordinates. From the equation
(5.37), the following properties are true:

1. Rotation in image rotates the magnitude spectrum by the same angle.

2. Rotation in spatial domain can now be seen as pure translational displacement in
polar representation.

Now, by computing the global correlation between ξ2(ρ, θ0) and ξ1(ρ, θ−θ0) provides
a peak in the correlation surface, that corresponds to an estimate θ̂ to the angle of
rotation.

Control scheme

For positioning the platform, a control scheme has been designed considering the 2D
translation and rotation motions computed from the previous steps as the visual features.
By using such features, the resulting control can allow us to decouple the control of
rotation and translation (in our case only translation is used). The current features are

s(t) = [sv, sω]> (5.38)
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where, sv = [τx τy 0]> are the translations in x, y and z, and sω = (uθ) are the rotation
features with u being the axis and θ being the angle of rotation. The translation in z is
considered to be zero, since it is not used in this work. However, it is considered only
to analytically derive a control law for 6 degrees of freedom. The final objective is to
drive the platform to the desired location i.e. s∗ = [01×6]>. The task function e to be
regulated is then given by

e =

[
ev
eω

]
= s− s∗ = [τx τy 0 uθ]> (5.39)

In this case, the shape of the task function that has been computed offline by consid-
ering only 2D translation is shown in the figure 5.20. By comparing the shape of cost
functions given by both methods, it is clear that the Fourier-based method shows better
convergence. It is mainly due to its robustness to intensity variations.
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Figure 5.20: Cost function for Fourier-based visual servoing.

Now, the relationship between time variation of visual features ṡ and the camera
instantaneous velocity v = [vv vω]> is given by

ṡ =

[
ṡv
ṡω

]
=

[
Lv 0
0 Lω

]
6×6

[
vv
vω

]
6×1

(5.40)

where, Lv and Lω are the 3×3 interaction matrices to link linear and angular velocities.
Here, Lv is a 3 × 3 identity matrix and Lw is a 3 × 3 matrix given by equation (5.41)
[BM07].

Lw = I− sin θ

2
[u]× − sin2

(
θ

2

)
(2I + [u]2×) (5.41)
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By considering the exponential convergence of the error i.e. ė = −λe, where λ is a
positive gain value, the control law is given by[

v
ω

]
=

[
−λvLv 03

03 −λωLω

]−1 [
ev
eω

]
(5.42)

where, λv and λω are positive translational and rotational gains.
In this work, the positioning platform can be controlled only with 2 degrees of free-

dom (translation in x and y), so the final control used is[
vx
vy

]
= −λvcVpLv

−1

[
τx
τy

]
(5.43)

where, vx and vy are the platform velocities in x and y directions, respectively. Finally,
the displacement vector d(x,y) is computed using equation (5.26). The control block
diagram for nanopositioning using Fourier-based visual servoing is shown in figure the
5.21.
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Figure 5.21: Block diagram depicting Fourier-based visual servoing.

Similar to the intensity-based visual servoing, for each iteration, the displacements
are updated as given by equation (5.27) and the corresponding voltages computed from
equations (5.9), (5.10), (5.11) and (5.12) are used to control the platform.

5.5.2 Experimental validation and positioning at optimal scan rates

The initial experiments are performed using this method to perform the positioning task
at optimal scan rates. The selected scan speed is 720 nanoseconds per pixel. Similar to
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Figure 5.22: Series of images showing the positioning task using Fourier-based visual
servoing at normal scan speed. (a) Represent user selected desired position. (b) Initial
image in the process. (c) - (f) Errors at different positions. (g) Final error.
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Figure 5.23: (a) Displacement (b) voltage (c) error variations in x and y axes of the
positioning stage with each iteration using optimal scan rates.
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the intensity-based method, a desired location is selected by the operator by changing
the platform voltages using GUI. For this task, a voltage of 50 V has been selected for
both the channels and the image acquired at this desired location is shown in figure
5.22(a). Figures 5.22(b) to 5.22(f) show the image acquired at initial position and
the errors during the process respectively. Figure 5.22(g) shows the finally achieved
position. In this case, subtracted images are used to visually depict the error. Figures
5.23(a), 5.23(b) and 5.23(c) show the displacement, voltage and error variations during
the process.

As a comparison of both the methods, it can be seen that both the methods are
succeeded in reaching the desired position; however, Fourier-based method shows better
accuracy.

5.5.3 Experimental validation and positioning at increased scan rate

Second tests are carried out to perform the positioning task using the explained method
with an increased raster scanning speed. The selected scan speed for this test is 360
nanoseconds per pixel and the desired location voltages are selected to be 40 V and
50 V respectively for x and y channels. Figure 5.24(a) shows the image acquired at
desired location and figure 5.24(b) shows the image at initial location. Figures 5.24(c)
and 5.24(d) show the error images at initial and final location during the positioning
task.

Figure 5.24: Images acquired at (a) desired location (b) initial position. Subtracted
images (error) at (c) initial position (d) final position during the Fourier-based visual
servoing process with high scan speed.

Figures 5.25(a), 5.25(b) and 5.25(c) show the displacement, voltage and error vari-
ation during the process. Despite of having high amount of noise in the images, the
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positioning task has been accomplished successfully. However, similar to the previous
test, method-2 shows better performance.
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Figure 5.25: (a) Displacement (b) Velocity and (c) error variations during the positioning
task using Fourier-based visual servoing at high scan speed.

5.5.4 Experimental validation and positioning at high magnification

The final tests are performed to carry out the positioning task at increased magnification.
The selected magnification is 800×. Apart from validating at high magnification, the
scan speed (360 nanoseconds per pixel) is also set to high. The selected desired location
voltages are 40 V and 50 V for x and y channels respectively. Figures 5.26(a) and
5.26(b) show the images acquired at desired location and initial location respectively.
Figures 5.26(c) and 5.26(d) show the errors at initial and final positions respectively.

Figures 5.27(a), 5.27(b) and 5.27(c) show the displacement, voltage and error vari-
ation during the process. From the obtained results, despite of increased magnification
and having high amount of noise, the positioning task has been accomplished success-
fully.
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Figure 5.26: Images acquired at (a) desired location (b) initial position. Subtracted
images (error) at (c) initial position (d) final position during the Fourier-based visual
servoing process at high magnification (800×).
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Figure 5.27: (a) Displacement (b) Velocity and (c) error variations during the positioning
task using Fourier-based visual servoing at increased magnification (800×).
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5.5.5 Experimental validation and positioning at unstable conditions

Similar to the intensity-based method, the positioning has been tested with this method
at unstable conditions. The voltages at desired location are 40V and 50V . Figures
5.28(a) and 5.28(b) show the reference and initial image captured during this process
respectively. Figures 5.28(d) - 5.28(f) show the error. The displacement, voltage and
error variations are shown in figures 5.29(a), 5.29(b) and 5.29(c) respectively. From
the obtained results it is clear that, despite of having instability in the imaging condi-
tions, the positioning task has been successfully accomplished. It is mainly due to the
robustness of Fourier-based method to image noise and intensity variations.

Figure 5.28: Series of images during nanopositioning at unstable conditions using
Fourier-based method. (a) Desired image. (b)-(c) Images acquired during the pro-
cess with varying brightness and contrast. (d) - (e) Errors at different positions. (f)
Final error.

5.6 Accuracy of positioning and discussion

Since the existing system (SEM) does not allow using any external displacement mea-
suring devices like laser interferometers, in this work, the positioning accuracy has been
measured directly from the images. Eventhough, the estimated accuracy is not reliable
(due to the present of noise); it has been computed to demonstrate the efficiency of the
methods in performing a nanopositioning task. Besides, it depends on the magnification
used (from (5.44)) and increases with increase in the magnification. The accuracy is
estimated using the final error image by multiplying the number of error pixels with
pixel dimension on the sample. The pixel dimension P on the sample is computed using
(5.44).

P =
D

G
[µm] (5.44)
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Figure 5.29: (a) Displacement (b) Velocity variations during the positioning task using
Fourier-based visual servoing at unstable conditions.

where, D is the pixel dimension on the screen (constant) and G is the magnification.
With our system, the computed D value is 212.3 for a screen size of 512 × 512 pixels.
The accuracies computed with different tests demonstrated above are summarized in
table 5.3.

Table 5.3: Estimated positioning accuracy (µm) achieved by both methods.

Condition
Intensity method Fourier method

x (µm) y (µm) x (µm) y (µm)

Optimal speed 0.707 1.414 0.707 0.707

High scan rate 1.061 2.123 0.707 0.707

High magnification 0.398 0.5307 0.265 0.265

From the obtained results, it can be seen that both the methods accomplished the
positioning task successfully in almost all cases. However, Fourier-based method shows
better accuracy in all conditions. Moreover, it performed well in the case of unstable
and noisy conditions (variation in brightness and contrast) where the intensity-based
method failed in reaching the desired position.
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5.7 Conclusion

An automatic nanopositioning task of silicon microstructures using SEM has been pre-
sented in this chapter. It has been accomplished using two approaches of visual servoing.
The first method is a photometric approach where all the gray level intensities of an im-
age are used as visual features. The error variation and platform movement are directly
linked with the intensity variation. The second method is based on estimating the 2D
motion between images. In this chapter, the motion estimation has been performed
using the image frequency information in Fourier domain. Since SEM image acquisition
is mostly affected by the additive noise during image acquisition, Fourier-based method
provides good robustness and is mostly unaffected by the intensity variation. The main
advantage of using these kind of methods is that they do not require any complex image
processing and tracking algorithms in designing the control law. Both the methods are
validated at different experimental conditions. Even though both methods succeeded
in accomplishing the overall task, Fourier-based method shows better behaviour and
accuracy.

The future work will concentrate on performing the positioning task using both
approaches on another SEM and will try to improve the positioning control in terms of
accuracy. Apart from this, it will also attempt to control the positioning of a 3 degrees
of freedom microactuator (MM3A Kleindiek) containing a microgripper to perform a
complete manipulation task.



Chapter 6
Software development

This chapter presents various software modules that have been developed to
integrate all the vision and visual servoing methods explained in the previous
chapters. The developed software also includes an application GUI that has
been used to control the SEM remotely as well as to monitor the running
process.

123
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6.1 Software architecture

Figure 6.1: Software architecture.

The developed software architecture for synchronous operation of the various hard-
ware components (presented in chapter 2) is shown in the figure 6.1. The communication
between the SEM control computer (Intel Pentium 4, CPU 2.24 GHz and 512 MB of
RAM) and the work computer (Intel Core 2 Duo, CPU 3.16 GHz, and 3.25 GB of RAM)
is accomplished by implementing a cross-platform client-server model using TCP/IP .
Both client and server are implemented in C++ and tested with windows XP. The pri-
mary and the vital module is the image server program that runs continuously from the
SEM computer. It is mainly responsible for passing the scan control commands to the
image acquisition system (DISS5) and to receive the incoming scan data. Inturn, this
data is saved as an image. Later, the saved image is transferred to the image client
running on the work computer. The server connects and communicates with the DISS5
when a client is connected. The communication between client and server is demon-
strated in the figure 6.2. The other module that is running on the work computer is
control server. As seen in the figure 6.1, the control server communicates with robot
and platform controllers via serial port connections and with gripper controller via USB.
It uses the image data received by client to compute the control sequence for different
devices. All the modules are developed as individual programs in C++. Besides, the
image client and control server are wrapped under a common program whose function-
alities can be accessed using a special purpose GUI (APROS3) that has been developed
during the thesis. More details about the GUI are presented in the next section.
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Figure 6.2: Client-server communication model.

6.2 Scan control and image acquisition

As mentioned earlier, DISS5 scan controller from Point Electronics GmbH [Pie13] has
been used with the JEOL SEM. It allows the SEM to be controlled from an external
computer system. During this thesis, in order to integrate and use the SEM as an
imaging sensor, a software library (diss5main) has been developed in C++ to access
the scan controller. The developed library possesses the following functionalities: open
device for communication over USB, set scan parameters, read the incoming buffer data,
process the data and close device communication. The communication with the device
is established with the initial scan and is closed only when the process is finished (i.e.
with a client request). It writes all the required scan parameters (explained below) to
the device with the initial scan and only scan area dimensions are updated with each
scan. This feature allows to increase or decrease the image size during the process (for
speeding up the scan).

At any magnification the DISS5 is capable of providing a maximum scan area of
16384 × 16384 pixels. For a typical application, the image scan area is determined
by selecting or setting the paramters XOffset (left offset), YOffset (upper offset), XRep
(width-1), YRep (height-1), XStep (horizontal step) and YStep (vertical step) (see figure
6.3). For a desired image size of W ×H, these parameters can be computed using the
sample code shown in the listing 6.1. The digital magnification can be modified by
changing the step sizes.

Some of the other scan commands are:

• LineRepeat specifies the number of times a raster line has to be scanned.

• FrameRepeat specifies the number of times a frame has to be scanned.

• LineStartDelay is the time (ms) to wait before starting scanning a single line.
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• SampleRepeat determines the oversampling for analog channels (2n − 1, n =
0, 1 · · · 15). This parameter helps in increasing or decreasing the scan time.

XStep

YStep

XOffset

YOffset

16384

16384

W

H

Figure 6.3: The scanning area selection using DISS5 scan controller.

1 XRep = W−1
2 YRep = H−1
3 XStep = 16384 / W
4 YStep = 16384 / H
5 if (XStep < YStep)
6 YStep = XStep
7 else
8 XStep = YStep
9 end if

10 XOffset = (16384 − W ∗ XStep) / 2
11 YOffset = (16384 − H ∗ YStep) / 2

Listing 6.1: Pseudocode for computing the scan parameters.

Apart from communicating with the scan controller, a wrapper library (semRemote)
containing the functions to access/modify the device parameters such as coarse focus,
magnification, working distance, spot size and scan rotation etc. has been developed
during this thesis (in C++). It communicates with the SEMServer program (provided
by Point Electronics GmbH) running from SEM control computer (PC-1) to gain remote
access to these parameters.
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6.3 APROS3 software GUI

During this thesis, a software application GUI, APROS3 (Application PROgram for
SEM Station Setup) has been developed to integrate all the developed software modules
as well as to monitor the undergoing process. It mainly reduces the complexity of
operating different system components like positioning stage, robot etc. The interface is
designed in such a way that a non-expert user can operate the SEM and system devices
without much effort. APROS3 is designed and built using Qt (for user interface), Open
CV (for image processing), ViSP (for visual servoing) and FFTW3 (for Fourier domain
operations) libraries. It is programmed in C++ with cross-platform compatibility and
currently, it has been tested under Windows XP. The overall software is programmed
in such a way that each developed module contains individual class interface. This
feature helps in the future development and integration of the different modules without
modifying the existing main interface.

APROS3

Manual Automatic

Device2control Live2image

Drift2
correction

Autofocus Nano-
positioning

(Qt22+2RS232) (Qt)22

(Qt2+2Open2CV)22
(Qt2+2Open2CV)22

(Qt2+2Visp2+2FFTW3)22

Figure 6.4: Architecture diagram for APROS3 software.

The total software is divided into two core components: manual control and auto-
matic control (figure 6.4). At the first hand, manual control enables the user to access
and operate the existing system devices. The main interface window containing the
manual control options is shown in the figure 6.5. Besides device operation, it also in-
cludes a simple interface for live imaging that contains different functionalities such as
image acquisition, modifying basic SEM parameters etc. The live imaging window is
shown in figure 6.6.

On the other hand, automatic control component includes the automated tasks (drift
compensation, autofocusing etc.) developed during this thesis. Due to the time con-
straint, some of the tasks are not integrated into the software and will be added in
the future. Every module in this component represents a specific task and provides an
option for the user to save the task output as formatted data. The developed interfaces
for drift compensation and autofocusing are shown in the figures 6.7 and 6.8. The drift
compensation module can be seen as live imaging module with added compensation
functionality. It provides an option for the user to choose between different methods.
The autofocusing module is a one time operation that exits when the task is finished.
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Figure 6.5: The software main window containing device control widgets.

Figure 6.6: The live image viewing window of the software.

It provides continuous visual monitoring of the task. The real-time plotting has been
accomplished using QCustomplot add-on library for Qt.
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Figure 6.7: The interface window for performing real-time drift compensation.

Figure 6.8: The interface window for autofocusing.

6.4 Conclusion

This is the first of all the tasks performed during this thesis. The developed software
architecture enables all the system devices to communicate synchronously with each
other. All the modules in the current architecture are programmed afresh and are
developed like individual classes that can use the functionalities of other classes. This
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type of design provides a flexibility in developing or modifying individual modules. As a
final task, a software user interface application is developed to provide an easy operation
of JEOL SEM and other hardware components. All the developed methods (during this
thesis) are integrated with this software.



Chapter 7
Summary and future perspectives

This very last chapter provides a general summary of all the work performed
in the framework of this thesis. Here, we present the main contributions
regarding each developed task along with some points of view to continue the
work in future.

7.1 Summary

Being a new field, micro-nanorobotics has many challenges to solve. The primary and
most important problem it is facing currently is the lack of effective processes for build-
ing and characterizing nanostructures. In order to solve this and to perform efficient
nanomanipulation, reliable techniques and tools are indispensable. Various works that
are performed in these areas are still isolated and requires the intervention of an expert
human operator in accomplishing the overall task. In this thesis we show that, this prob-
lem can be tackled effectively up to an extent using the microscopic vision information.
The overall work done is divided into two parts: vision and visual servoing. They are
summarized below.

7.1.1 Part-1: Imaging with SEM

From the analysis of various microscopic devices, it has been found that, SEM suits
better for performing real time manipulation tasks due to its high working range and
the capability of providing near real time image feedback. The primary advantage
associated with SEM imaging is its capability in producing images with high resolution
(better than 1 nm) and high magnification. Nowadays, the trend is to add an ion beam,
a gas injector and at least one robot to the microscope column to allow machining,
characterization or assembly of structures. In this case, the observed scene is dynamic.
But electronic imaging is by far known for its sensitivity to the scanning frequency i.e. a
high frequency of acquisition leads to low quality images. From the study we found that,
many sources contribute to the addition of this noise. Out of all, the most important
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one is the noise due to the number of electrons interacted with the specimen surface and
the number of emitted electrons recorded at the detector. In this case, it is necessary to
analyze the image quality beforehand.

In order to accomplish this, we have developed a method to quantify the level of
image SNR. It is based on image non-linear filtering and can be used in real time for
quality monitoring and noise level quantification. Initially, it has been used to compare
the imaging performances of two SEMs: one with a tungsten gun and the other with
a FEG. From the conducted experiments, we found that the FEG SEM provides good
quality images which is quite obvious mainly due to the nature of the beam production.
Later, it has been used to evaluate the image quality at different conditions. The evolu-
tion of the SNR with respect to magnification is found to be a non-uniform decreasing
function. This result seems to be surprising at first but becomes logical after analysis.
Indeed, increasing the magnification results in a decrease of the surface corresponding to
a pixel and thus a reduction in the number of electrons emitted. When we evaluated the
image quality with respect to the focus, it provided a maximum quality with the image
at best focus. This is mainly due to the concentration of electrons that is more at this
point and produces the maximum number of secondary electrons. When we evaluated
the image quality in real time, the SNR level increased rapidly to an extent (for a time
of about 500 s) and then decreased (for a time of about 750 s). Thereafter, it increased
irregularly up to stabilization point for a time of the order of 3000 s. This time corre-
sponds to the time required by the filament to attain a specific heat to produce a stable
number of primary electrons. As a result, it is recommended to wait at least 50 minutes
from the ignition of JSM 820 SEM before starting an experiment.

The second problem that is considered in the vision module is to compensate the time
varying distortion also called as image drift in real time. This phenomenon is mainly
observed at high magnifications and can be characterized as the evolution of pixel posi-
tions from time to time. In order to solve this issue, we have implemented a new image
registration-based global drift compensation method utilizing the idea of homography
estimation from keypoints detection and matching. Three keypoint detectors are tried
for this purpose. Out of all, ORB detector showed the better speed and accuracy in
estimating and compensating the drift with an average MSE of 7.5. We have also com-
pared the developed method with the traditional correlation-based method in order to
find a better solution. When performed the experiments with varying magnifications
ranging from 10, 000× to 30, 000× (with a step of 1000×), it has been found that the
drift produced in the images is only a translation in x and y axes and no rotation is
involved. The path followed can be approximated by linear motion. It is also observed
that the velocity of drift increases with time as the number of pixels evolving is more at
higher times. It is assumed that this drift might be caused due to two reasons: 1) ther-
mal variations inside the chamber 2) effect of charging and the type of sample surface.
However, the most straightforward reason is still unknown.
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7.1.2 Part-2: Visual servoing under SEM

As an initial step towards the visual servoing using SEM, we concentrated on the prob-
lem of computing the inter-object depth. Genrally, in order to perform an autonomous
manipulation task using SEM, the knowledge of inter-object depth is crucial. With
SEM as an imaging sensor, it is highly challenging to find this depth information. In
this thesis we show that, this problem can be overcome by using the image focus. For
this purpose, we have developed a visual servoing-based autofocusing technique that
performs the focusing by controlling the size of the focus step using an adaptive gain.
When compared this method with the traditional search-based approaches, it has shown
a great speed and precision in reaching the best focus. Moreover, it has been tested and
validated at different experimental conditions including high noise, high brightness, high
magnification, and with a different sample. An added advantage of this method is that
it is not effected by the hysteresis shown by the SEM electromagnetic lenses and possess
an ability to skip the local maxima that affect the focusing process. Using this method,
we compute the inter-object depth simply by focusing each object independently in their
respective ROIs. From the obtained best focus step, the related electronic working dis-
tance is computed and is used in estimating the inter-object depth. Note that, as the
maximum time taken to perform autofocusing is about 19 s (for a frame rate of 2.1
frames per second) for an image size of 512× 512 pixels, it can be more fast for smaller
regions while estimating the depth and can be used in real time manipulations. Apart
from inter-object depth, we compute the individual pixel point depth from the focus
in order to reconstruct the object structure. In this case, the depth is estimated by
acquiring multiple frames with varying working distance and by searching for the image
in which the pixel sharpness is maximum. Even though, the method suffers from the
high depth of field property of SEM, it has provided acceptable results.

Another important work performed during this thesis is the development of visual
servoing schemes for nanopositioning. For the first time, two visual servoing methods
that are completely free from image processing are used with SEM. In general, to perform
characterization of micro-nanostructures by probing to measure the structure stiffness
and to perform in situ nanomanipulation, a reliable and efficient nanopositioning is re-
quired. At this small scale, this task is heavily challenging due to inadequate feedback
information. Due to this reason many works have relied on the internal position sensors
which is not a feasible solution at nanoscale. One solution could be by using SEM image
information as feedback. However, the primary difficulty comes in using these images
as they are heavily noisy (since we use fast acquisition). Due to this, it is mostly dif-
ficult to apply any tracking methods. So, in order to overcome this problem, we have
implemented two positioning schemes that does not require any tracking and uses the
total image information for feedback. The first one uses overall pixel intensities of an
image as visual measurements and the second one is a frequency domain method that
uses Fourier transform to compute the relative motion between images. For both the
methods, respective control laws are designed to minimize the positioning error. After
performing the positioning at different conditions that include, varying scan speed and
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magnification, we conclude that frequency domain approach seems to perform better
than the intensity-based approach. This is quite obvious, since the brightness and con-
trast are never be constant with SEM imaging and frequency domain method is robust
to these variations. However, the intensity-based method also succeeded in almost all
tests and can be used for positioning with FEG SEMs since they provide good SNR and
less intensity variations.

7.2 Future perspectives

Due to the system limitations and components maintenance, some of the tasks are left
over to be completed in future. Along with these, some other issues mentioned below
can also be taken into account.

Sub-pixel drift compensation: The drift compensation explained in chapter 3 is
capable of correcting the global image drift. However, from the performed experiments,
we found the existence of some uncorrected pixels after compensation (see figure 7.1).
From the analysis, we came to know that these pixels come from the conducting regions
on the sample and it shows that the electron beam drifts more towards the conducting
regions resulting in a pixel level drift. So to perform accurate measurements from the
images, it is necessary to implement sub-pixel drift compensation.

Figure 7.1: Disparity map showing the corrected and uncorrected pixels.

Fine depth estimation: The inter-object depth detection explained in chapter 4 can
only provide coarse depth, since it uses focus information. This is acceptable for some
applications where the objects are large enough. However, to perform manipulations
with good precision, it is recommended to find a way to estimate the fine depth. As
an example, we can refer to the work performed by Eichhorn et al. [EFW+08] where
they have used a touch down sensor to detect the contact between two surfaces and to
estimate the fine depth.
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Positioning control of microrobotic actuator: Due to the system space limita-
tions, the microrobot positioning is not performed during this thesis. It is planned to
perform this task in the near future on an other SEM with bigger vacuum chamber.
Both the methods explained in chapter 5 will be considered for this purpose. Apart
from that, the future work also includes to improve the positioning control in terms of
accuracy.

Micropart handling using vision and force information: One of our main goals
for the future is to perform a complete manipulation task that requires precise handling
of the micro / nano-objects. Example applications could be probing a nanowire (figure
7.2(a)), handling microspheres (figure 7.2(b)) and electrical characterization of nanowires
(figure 7.2(c)). In order to perform this, it is required to integrate the force information
(coming from gripper fingers) along with vision information. To accomplish this task, a
dual mode control strategy has to be designed that can switch between force and visual
control.

5 µm30 µm

(b)(a)

2 µm

(c)

Figure 7.2: (a) Nanowire probing (b) handling microspheres (c) electrical characteriza-
tion of nanowires. Images courtesy: (a) and (b) Kleindiek Nanotechnik GmbH (c) Gu
et al. [GYGG05].

3D reconstruction of standing acoustic waves for surface characterization:
3D Visualization of the standing acoustic waves on the crystal surfaces is very useful for
the surface characterization and observing defects (figure 7.3). While performing the 3D
reconstruction of these waves, it is necessary to take into account the spatial distortion.
Even though the spatial distortion is not high with SEM imaging, it is recommended
to develop a method to compensate this effect. Moreover, the focus-based 3D surface
reconstruction method explained in chapter 4 need to be tuned i.e. to modify the depth
of focus according to the size of the waves.
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Figure 7.3: Standing acoustic waves observed on the surface of LiNbO3 [RBT94].

Software testing and migration to new SEM: Even though, the developed soft-
ware application (APROS3) is running well in most of the cases, it has not tested
thoroughly. Also due to the time constraint, the nanopositioning module is not included
in the final interface. So for the future work, it is highly recommended to perform an
overall unit testing and to integrate the positioning module. Once this task is finished,
it is planned to transfer all the developments made along with the software application
to another SEM (Carl Zeiss Auriga 60 with a FEG) in our department.
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Résumé :

Avec les dernières avancées en matière de nanotechnologies, il est devenu possible de conce-
voir, avec une grande efficacité, de nouveaux dispositifs et systèmes nanométriques. Il en résulte
la nécessité de développer des méthodes de pointe fiables pour la nanomanipulation et la na-
nocaractérisation. La détection directe par l’homme n’étant pas une option envisageable à cette
échelle, les tâches sont habituellement effectuées par un opérateur humain expert à l’aide de mi-
croscope électronique à balayage équipé de dispositifs micro-nanorobotiques. Toutefois, en raison
de l’absence de méthodes efficaces, ces tâches sont toujours difficiles et souvent fastidieuses à
réaliser. Grâce à ce travail, nous montrons que ce problème peut être résolu efficacement jusqu’à
une certaine mesure en utilisant les informations extraites des images. Le travail porte sur l’utili-
sation des images électroniques pour développer des méthodes automatiques fiables permettant
d’effectuer des tâches de nanomanipulation et nanocaractérisation précises et efficaces. En pre-
mier lieu, puisque l’imagerie électronique à balayage est affectée par les instabilités de la colonne
électronique, des méthodes fonctionnant en temps réel pour surveiller la qualité des images et com-
penser leur distorsion dynamique ont été développées. Ensuite des lois d’asservissement visuel
ont été développées pour résoudre deux problèmes. La mise au point automatique utilisant l’as-
servissement visuel, développée, assure une netteté constante tout au long des processus. Elle
a permis d’estimer la profondeur inter-objet, habituellement très difficile à calculer dans un micro-
scope électronique à balayage. Deux schémas d’asservissement visuel ont été développés pour le
problème du nanopositionnement dans un microscope électronique. Ils sont fondés sur l’utilisation
directe des intensités des pixels et l’information spectrale, respectivement. Les précisions obtenues
par les deux méthodes dans différentes conditions expérimentales ont été satisfaisantes. Le travail
réalisé ouvre la voie à la réalisation d’applications précises et fiables telles que l’analyse topogra-
phique, le sondage de nanostructures ou l’extraction d’échantillons pour microscope électronique en
transmission.
Mots-clés : Microscopie électronique, nanomanipulation, nanopositionnement, asservissement visuel

Abstract:

With the latest advances in nanotechnology, it became possible to design novel nanoscale devices
and systems with increasing efficiency. The consequence of this fact is an increase in the need for de-
veloping reliable and cutting edge processes for nanomanipulation and nanocharacterization. Since
the human direct sensing is not a feasible option at this particular scale, the tasks are usually per-
formed by an expert human operator using a scanning electron microscope (SEM) equipped with
micro-nanorobotic devices. However, due to the lack of effective processes, these tasks are always
challenging and often tiresome to perform. Through this work we show that, this problem can be ta-
ckled effectively up to an extent using the microscopic vision information. It is concerned about using
the SEM vision to develop reliable automated methods in order to perform accurate and efficient na-
nomanipulation and nanocharacterization. Since, SEM imaging is affected by the non-linearities and
instabilities present in the electron column, real time methods to monitor the imaging quality and to
compensate the time varying distortion were developed. Later, these images were used in the deve-
lopment of visual servoing control laws. The developed visual servoing-based autofocusing method
ensures a constant focus throughout the process and was used for estimating the inter-object depth
that is highly challenging to compute using a SEM. Two visual servoing schemes were developed to
perform accurate nanopositioning using a nanorobotic station positioned inside SEM. They are based
on the direct use of global pixel intensities and Fourier spectral information respectively. The positio-
ning accuracies achieved by both the methods at different experimental conditions were satisfactory.
The achieved results facilitate in developing accurate and reliable applications such as topographic
analysis, nanoprobing and sample lift-out using SEM.
Keywords: Electron microscopy, nanomanipulation, nanopositioning, visual servoing
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