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Abstract. In this paper we deal with the derivation of state-realizations of
linear operators that are solutions to certain operator linear differential equa-
tions in one-dimensional bounded domains. We develop two approaches in the
framework of diffusive representations: one with complex diffusive symbols;
the other with real diffusive symbols. Then, we illustrate the theories and de-
velop numerical methods for a Lyapunov equation arising from optimal control
theory of the heat equation. A practical purpose of this approach is real-time
computation on a semi-decentralized architecture with low granularity.

1. Introduction

We consider an operator u 7→ z = Pu solution to an operator linear differential
equation in a one-dimensional domain. An example, detailed in the paper, is the
solution P to a Lyapunov equation, arising from optimal control theory for the heat
equation. A slightly simplified version reads as

− d2

dx2
Pu− P

d2

dx2
u = Qu for all u ∈ H1

0 (0, 1),

Q being a given operator. Our method is both fast and suitable for implementation
with semi-decentralized computing architectures. Its formulation relates to an inter-
esting technique applicable to causal operator realizations which is well developed
in the context of time operators. One of the main advantages of this approach is
its low computational cost, see the papers by G. Montseny et al. [16], [24], [13], [2],
[3] and by D. Matignon et al. [10], [11], [22] for representations of various pseudo-
differential operators and their approximation. C. Lubich et al. [21], [20], [17],
[5], [26], [18] apply a similar idea to convolution operators and develop optimized
numerical methods. They have reported detailed performance analysis of their
methods in comparison with a direct approach via quadratures. Recently, C. Case-
nave and E. Montseny have shown in [4] how this approach yields stable schemes
for integro-differential equations. G. Montseny has also published a monograph [25]
on the subject in which the general framework, called diffusive representation, has
been widely developed, and in which applications covering a wide range of fields
were presented. Throughout our paper we adopt the same terminology. To date,
many studies have focused on one-dimensional problems. We stress that in many
cases, the theory of diffusive representation can be extended to any dimension. A
higher-dimensional example, applied to image processing, can be found in [25]. So,
it turns out that the theory presented in our paper can be extended to operator
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partial differential equations posed in multi-dimensional domains. We also mention
that part of the results presented here was announced in a note [14].

All the previous works on diffusive representation deal with analytically known
operators. This paper is new in that it considers operators that are not explicitly
known, but are solutions to operator equations.

−θ± 

a± R 

iR 

Figure 1. A path −θ±

We consider the kernel decomposition of the realization of such an operator,

Pu(x) =
∫ 1

0

p(x, y)u(y) dy,

and the decomposition z = z+ + z− into causal and anti-causal parts,

(1.1) z+(x) =
∫ x

0

p(x, y)u(y)dy and z−(x) =
∫ 1

x

p(x, y)u(y)dy.

Thus, the diffusive realization of P is split into two parts which read as

(1.2) z+(x) =
∫

µ+(x, ξ)ψ+(x, ξ) dξ and z−(x) =
∫

µ−(x, ξ)ψ−(x, ξ) dξ,

where both ψ+ and ψ− store a part of the history of the input u. They are respec-
tively solutions to a forward and to a backward ordinary differential equation in
x,

∂xψ+(x, ξ) + θ+(ξ)ψ+(x, ξ) = u(x) with ψ+(0, ξ) = 0,(1.3)
and ∂xψ−(x, ξ)− θ−(ξ)ψ−(x, ξ) = u(x) with ψ−(1, ξ) = 0,(1.4)

where ξ is a real parameter. We observe that they are defined independently of P .
By contrast, the coefficients µ±, called diffusive symbols, are dependent on P but
not on u. The functions ξ 7→ θ+(ξ) and θ−(ξ) parameterize two closed paths in the
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complex plane, see Figure 1. Usual choices are parabolas, −θ± (ξ) = θ±p (iξ + 1)2

or hyperbolas −θ± (ξ) = θ±h (1 + sin (iξ − α±)) for ξ ∈ R. Two different choices
of µ± are considered in this paper. To distinguish between them, we refer to then
as complex diffusive symbols and real diffusive symbols to indicate that they are
respectively complex and real-valued functions.

To build complex diffusive symbols we start by defining the kernels p+ and p−

of the causal and anti-causal parts of the operator P , i.e. the restrictions of p to
y < x and to y > x. We assume that the two functions

(1.5) y 7→ p̃±(x, y) = p±(x, x∓ y)

are analytic and that their analytic extensions to R+ = [0,+∞) admits Laplace
transforms P±. We also assume that P± admit holomorphic extensions, vanishing
towards infinity, from C+ = R+ + iR to the domain bounded to the left by −θ±.
Then, applying the Jordan lemma and the Cauchy theorem to the inverse Laplace
transform L−1, the right-hand side relation p̃± = L−1P± is transformed into an
integral along −θ±. This yields new expressions for the kernels p±, which after re-
placement in (1.1-1.2) and identification, provide formulas for the complex diffusive
symbols µ± associated with P and θ± :

µ±(x, ξ) = ∓θ±′(ξ)
2iπ

P±(x,−θ±(ξ)).

As already mentioned, the kernels p± are generally not analytically known, and
in this paper we consider them as the solutions to two uncoupled very general
boundary value problems. The uncoupling condition is imposed for the sake of
simplicity, but it is by no means necessary. In the example of the Lyapunov equa-
tion, q± denoting the kernels of the causal and anti-causal parts of Q, the kernels
p± are solutions to

−∆p±(x, y) = q±(x, y) in (0, 1)2 with ± (x− y) > 0
(−∂x + ∂y)p±(x, x) = 0 on (0, 1), and p± = 0 on the rest of the boundary.

To compute complex diffusive symbols, we may develop a numerical method
that follows the derivation steps of µ±. However, it is worth noticing that the
assumptions on P± require both a regularity condition and a growth condition
on the extended impulse responses y 7→ p̃±(., y), which may be not fulfilled. For
instance, in our example p± is generally not analytic (when q± is not analytic) and
may comprise exponential terms. From the point of view of numerical computation,
another limitation in our theory is the need for analytic extension of the impulse
responses. In the present state of our knowledge, building it numerically is an
extremely time-consuming procedure. To circumvent these problems, we introduce
an approximation method which does not strictly follow the continuous case. It
is designed to be practicable in many cases where growth assumptions, and to a
certain extent regularity assumptions are not fulfilled. The method amounts to
building approximations y 7→ p̃N±(., y) of the impulse responses y 7→ p̃±(., y) in
an N -sized Galerkin base with negative exponential in y and polynomials in x.
Calculating their analytic extensions, their Laplace transforms PN±, and the poles
of PN± is a trivial task. Since the poles belong to Z−, the choice of the contours
θ± is considerably simplified, and efficient methods, already developed by several
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authors (see the discussion below), can be used for the quadratures involved in
approximating Pu. We notice that, by construction, the analytic extensions of p̃N±

and µN± (the corresponding diffusive symbols) are not convergent. However, the
approximate diffusive realizations zN± are convergent (this is the only important
point) which is confirmed by numerical tests.

Symbols may also be numerically determined from symbol equations instead
of from kernel equations. From this point of view, the kernel calculation is an
intermediate step that can be skipped. We have established the symbol equations
for p± the kernel solutions to the general uncoupled boundary value problems. They
take the form of integro-differential equations, with derivatives in x and integrals
in ξ. In our example, are written

±
∫

R
(∂2

xx − 2θ±∂x + 2θ±2)µ± e∓θ±(x−y) dξ = q(x, y) in (0, 1)2 with ± (x− y) > 0,

∫

R
(∂x ∓ 2θ±)µ± dξ = 0 in (0, 1),

∫

R
µ+e−θ+x dξ = 0,

∫

R
µ−eθ−(x−1) dξ = 0 in (0, 1),

and
∫

R
µ+e−θ+(1−y) dξ = 0,

∫

R
µ−e−θ−y dξ = 0 on the other boundaries.

As already mentioned, even when the exact symbols do not exist, approximate
symbols µN± may be built. Those are solutions to unsymmetrical variational for-
mulations discretized by a Petrov-Galerkin method whose bases are inspired from
that used in the Galerkin method for pN±.

In the special case where all singularities of P± lie on the negative real axis,
the paths θ± can be so degenerate that they can be confined to the real axis. The
construction of complex diffusive symbols is still applicable (apart from further
mathematical technicalities, see [25]). We can also use an alternative diffusive
symbol derivation yielding µ±∗, the so-called real diffusive symbols. By this method,
the partial functions ξ 7→ µ±∗(., ξ) are defined as the images through L−1 of the
analytic extension of y 7→ p̃±(., y). As for complex diffusive symbols, we find the
integro-differential equations satisfied by real symbols. To find their solution, we
suggest a computational method based on a decomposition of the solution into a
regular part and singular terms, which, in the example, reads as

µ±∗(x, ξ) = g±(x, ξ) +
n0∑

n=0

g±n (x)δ(n)(ξ).

Once the diffusive symbols are available, another concern is about the numerical
approximation of the integrals in (1.2). The diffusive realization z(x) = z+(x) +
z−(x) being evaluated at some points (xn)n=0,..,N ∈ (0, 1), the corresponding values
z(xn) are evaluated thanks to a quadrature rule by

(1.6) zn =
∑

k

µ+
n,kψ+

n,k + µ−n,kψ−n,k,

where µn,k is the discrete µ at the point (xn,ξk), and ψn,k is a discrete approx-
imation of ψ at (xn,ξk). Such a quadrature rule is similar to those encountered
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in an inverse Laplace transform. This method has been extensively studied. The
approach followed in this paper is to apply a simple trapezoid rule. Optimal param-
eters for three classes of contours (parabolas, hyperbolas, and cotangent contours)
have been derived. The latter, also referred to as a Talbot contours, was first stud-
ied by A. Talbot in a paper [29] published in 1979, and was recently revisited by
L.N. Trefethen and J.A.C. Weideman in [30]. Parabolas have been investigated by
I.P. Gavrilyuk and V.L. Makarov in [7]. The case of hyperbolic contours, a partic-
ularly attractive choice for generalizations to sectorial operators, has been treated
by many authors [17], [19], [23], [28] and [8]. Our computations of the integrals in
(1.2) are based on optimized paths and quadrature rules that we will detail in a
forthcoming paper.

As we already mentioned, another feature of the diffusive realization method,
when applied to spatially distributed operators, is that it yields to real-time com-
putations implementable on semi-decentralized architectures with low granularity
such as FPGAs, see [9]. To justify this point, we consider that the data in the pre-
vious algorithm are allocated in a set of N +1 processing units corresponding to the
nodes (xn)n=0,..,N . Since a computation is said to be suited for a semi-decentralized
architecture when required communications are only between close neighbors, an
algorithm is considered as appropriate for such architecture if operations are be-
tween functions evaluated at xn and at its neighbors xn−1 and xn+1. In a real time
computation, for a time dependent flow (un)n of spatially discrete inputs, the dif-
fusive symbols are computed in a preprocessing step and only the computation of
ψ±n,k, and then of zn through (1.6), remain to be done at each time step. The sum-
mation (1.6) is clearly a local (in space) operation, and the resolution of the Cauchy
problems (1.3, 1.4) requires operations between neighboring nodes only. Actually,
considering the recurrence relation associated with a forward discretization method
(the same would be true for a backward discretization method),

(1.7) ψ+
n+1,k = α+

k ψ+
n,k + β+

k un + γ+
k un+1, ψ+

0,k = 0,

the approximation ψ+
n+1,k at a node xn+1 is derived from the approximation ψ+

n,k

at the previous node xn for all k.

Now, we comment on the advantage of our approach compared to other works
[1], [12], [15] on the problem of realizations, on semi-decentralized architectures,
of operators issued from optimal control for partial differential equations. Such
operators are solutions to Riccati equations, which are nonlinear, and therefore do
not fall within the scope of our paper. However, the theories are sufficiently general
to apply to linear operational equations as well. The paper [1] of B. Bamieh’s
group focuses on partial differential equations posed in the whole space Rd with
controls and observations distributed over the entire space. The paper [6] can cover
a very restricted class of boundary value problems with observations and controls
distributed over the entire space too. The method used in [15] is applicable to a
much broader class of boundary value problems posed in bounded or unbounded
domains, but with the same restriction on control and observation operators. In
the present paper, the domain is bounded and the operators are not assumed to be
distributed over the whole domain. The main limitations are that the operational
equations are linear, posed in a one-dimensional domain and the resulting boundary
value problems solved by p+ and p− must be uncoupled. These three assumptions
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have been introduced for the sake of simplicity, but none of them is an obstacle to
further generalizations.

The paper is organized as follows. The framework of diffusive realizations of
integral operators is presented in Section 2. In Section 3, we establish the equations
satisfied by complex and real diffusive symbols. Section 4 describes an application to
the Lyapunov Equation. Section 5 is about numerical methods. Finally, a technical
lemma used for real symbol calculation is reported in an Appendix in Section 6.

2. Diffusive Realization of Integral Operators

We consider bounded operators P in a subset of L2(ω) formulated in the general
integral form

Pu(x) =
∫

ω

p(x, y)u(y) dy,

where ω =]0, 1[, and where the regularity of the kernel p(x, y) will be specified
later1.

2.1. Definition and General Properties of Diffusive Realization. An op-
erator P is said to be causal (respectively anti-causal) if p(x, y) = 0 for y > x
(respectively for y < x). Diffusive realizations of P are based on its (unique)
decomposition into causal and anti-causal parts,

P = P+ + P−,

where

P+u(x) =
∫ x

0

p(x, y)u(y) dy and P−u(x) =
∫ 1

x

p(x, y)u(y) dy.

Throughout this paper, we shall use the superscripts + or − to refer to causal or
anti-causal operators, and the convention ∓ = −(±).

The so-called impulse response p̃ is defined from the kernel p(x, y) by

p(x, y) = p̃(x, x− y) with (x, y) ∈ Ω

or conversely by

(2.1) p̃(x, y) = p(x, x− y) with (x, x− y) ∈ Ω

where Ω = ω × ω.

For given a± ∈ R, we consider ξ 7→ θ±(ξ) two complex continuous and almost
everywhere differentiable functions from R to [a±, +∞[+iR ⊂ C, with derivatives
θ±′ such that 0 < α ≤ |θ±′| ≤ β < +∞, and which define two simple oriented arcs
closed at infinity. We also suppose that θ± are located inside a sector defined by two
non vertical straight lines as shown in Figure 1. Note that this last condition implies
that the forthcoming equation (2.61) is of diffusive nature (see [33]); this justifies
the terminology ′′diffusive representation′′. In such a case, the associated semigroup
is analytic with as a consequence that the impulse response of the operator will be
analytic in R+∗ = R+ − {0} and in R∗− = R− − {0} with R− = (−∞, 0].

1Note that for the applications we have in mind, unbounded operators may occur; in such a
case, they can be decomposed as products of a differential operator and an operator belonging to
the class considered here.
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Remark 2.1. The approach presented hereafter may also be formulated with bounded
arcs θ± parameterized on R/2πR ≡[0, 2π[ instead of R, so that θ± are closed con-
tours. Apart from minor technical minor technical adaptations, all the results of
this section remain valid after changing R into [0, 2π[.

From now on, we use the convenient notation:

(2.2) 〈µ, ψ〉 :=
∫

µ(ξ)ψ(ξ) dξ;

where the integration set is clear from the context in each particular instance. Note
that when µ is not a locally integrable function, a more general duality product, to
be specified in each concrete case2, is involved in place of the integral.

Definition 2.2. (i) A causal operator P+ (resp. anti-causal operator P−) admits
a θ+-diffusive realization (resp. θ−-diffusive realization) if there exists a so-called
diffusive symbol3 µ+(x, ξ) (resp. µ−(x, ξ)) such that

(2.3) P+u(x) =
〈
µ+, ψ+(u)

〉
(resp. P−u(x) =

〈
µ−, ψ−(u)

〉
),

where ψ±, the so-called θ±-representations of u, are defined by

(2.4)
ψ+(u)(x, ξ) =

∫ x

0

e−θ+(ξ)(x−y)u(y) dy

and ψ−(u)(x, ξ) = −
∫ 1

x

eθ−(ξ)(x−y)u(y) dy ∀ξ ∈ R.

(ii) An operator P admits a θ±−diffusive realization if both P+ and P−, its
causal and anti-causal parts, admit a diffusive realization associated respectively
with θ+ and θ−.

Note that in (2.4), u can be taken in the space of measures without loss of
regularity of ψ; therefore, the causal part of the impulse response can be written

(2.5) p̃(x, y) =
〈
µ(x, ξ), e−θ+(ξ) y

〉
,

and it ensures that Fubini theorem is valid:∫ x

0

〈
µ, e−θ+(ξ) (x−y)

〉
u(y) dy =

〈
µ,

∫ x

0

e−θ+(ξ) (x−y) u(y) dy

〉
.

The same thing can be done for the anti-causal part.

The functions ψ±(u) can be characterized as the unique solutions to the following
direct and backward Cauchy problems, parameterized by ξ ∈ R :

∂xψ+(x, ξ) = −θ+(ξ)ψ+(x, ξ) + u(x) ∀x ∈]0, 1[, ψ+(0, ξ) = 0(2.6)

and ∂xψ−(x, ξ) = θ−(ξ)ψ−(x, ξ) + u(x) ∀x ∈]0, 1[, ψ−(1, ξ) = 0.(2.7)

Together with (2.4), they constitute a diffusive state-space realization of P+ and
P− respectively. This last point is central in view of the concrete approximated
realizations of P .

2Note that a duality fitted to the general framework of diffusive realization has been introduced
in [25].

3Up to the function θ, ξ is indeed a frequency variable because homogeneous to 1/x.
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The following proposition states that symmetric operators can be expressed with
respect to µ+ or µ− only. This property may be useful for instance in the treatment
of non-linear operator equations such as Riccati equations, where the equations of
µ+ and µ− are coupled.

Proposition 2.3. If there exists a diffusive realization of a symmetric operator P ,
then it may be realized with only one of the two symbols µ+ or µ− :

Pu(x) =
〈
µ+(x, ξ), ψ+(u)(x, ξ)

〉
+

∫ 1

x

〈
µ+(y, ξ), e−θ+(ξ)(y−x)

〉
u(y) dy

and Pu(x) = −
∫ x

0

〈
µ−(y, ξ), eθ−(ξ)(y−x)

〉
u(y) dy − 〈

µ−(x, ξ), ψ−(u)(x, ξ)
〉
.

The relations between the causal and anti-causal parts of the kernel and the diffusive
symbols are then

p(x, y) =
〈
µ+(x, ξ), e−θ+(ξ)(x−y)

〉
= −

〈
µ−(y, ξ), eθ−(ξ)(y−x)

〉
for y ≤ x

and p(x, y) = −
〈
µ−(x, ξ), eθ−(ξ)(x−y)

〉
=

〈
µ+(y, ξ), e−θ+(ξ)(y−x)

〉
for y ≥ x.

Proof. According to the expression of diffusive realizations of P+ and P−, one
deduces the relation between p(x, y) and µ±,

(2.8)
p(x, y) =

〈
µ+(x, ξ), e−θ+(ξ)(x−y)

〉
for y ≤ x

and p(x, y) = −
〈
µ−(x, ξ), eθ−(ξ)(x−y)

〉
for x ≤ y.

Now, the symmetry condition p(x, y) = p(y, x) yields an expression of

P−u(x) =
∫ 1

x

p(y, x)u(y) dy,

with a kernel p(y, x) for x < y that may be formulated as a function of µ+, so
that the first formula for Pu follows. The second one is obtained using a similar
argument that leads to an expression of P+u with respect to µ−. ¤

2.2. Complex Diffusive Realization. In this Subsection we state sufficient con-
ditions for the existence of θ±-diffusive realizations with complex diffusive symbols
µ± when θ+ and θ− are some given paths. The derivation starts from the impulse
response and is constructive.

Existence conditions for complex symbols pertain to

(2.9) P+(x, λ) = Ly(p̃(x, y))(λ) and P−(x, λ) = Ly(p̃(x,−y))(λ),

the Laplace transforms, with respect to y, of the extended causal and anti-causal
parts of the impulse response (assumed to be locally integrable).

Assumption 2.4. (i) The Laplace transform λ 7→ P+(x, λ) (resp. λ 7→ P−(x, λ))
is holomorphic in a domain D+ ⊂ C (resp. D− ⊂ C) that contains the closed set
located to the right of the arc −θ+ (resp. −θ−);

(ii) For each x ∈ ω, the Laplace transform λ 7→ P+(x, λ) (resp. λ 7→ P−(x, λ))
vanishes uniformly with respect to arg λ when |λ| → ∞.
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As a matter of fact, there exists a relation between the holomorphy of a function
in a sector including R+ and the holomorphy of its Laplace transform extended to
a sector with an angle larger than π. We state it in Theorem 2.7, which results
from Theorems 1.46.5 and 1.46.6 of [31]. For any α, β ∈ R, we define the sector
Σαβ = {y ∈ C∗ | arg(y) ∈ (α, β)} and the half-line Dt = {reit | r > 0}.
Assumption 2.5. There exist some constants

−π

2
< α± < 0 < β± <

π

2
, a±, A± > 0, ρ± ≥ 0 and τ± > −1,

such that for each x ∈ ω, y 7→ p̃(x,±y) is holomorphic in Σα±β± . Moreover, for
all y ∈ Σα±β±

|p̃(x,±y)| ≤ c|y|τ± when |y| ≤ a± and |p̃(x, y)| ≤ ceτ±|y| when |y| ≥ A±,

for some positive constants c.

Assumption 2.6. For all t ∈ (α, β),

p̃(x,±y) ∼
∞∑

j=0

a±j (±y)γ±j when y → 0 with ± y ∈ Dt,

for two sequences

−1 < Reγ±0 < Reγ±1 < ... < Reγ±j < Reγ±j+1 < ...with lim
j→∞

Reγ±j = ∞.

Theorem 2.7. Under Assumption 2.5 the Laplace transforms λ 7→ P±(., λ) are
extended into a holomorphic function in the sector Σα±−π

2 ,β±+ π
2
. Moreover, if As-

sumption 2.6 is fulfilled, the extensions P± admit, for all ε > 0, an asymptotic
expansion

P±(., λ) =
∞∑

j=0

a±j Γ(γ±j + 1)λ−(γ±j +1)

when λ →∞ and λ ∈ Σα±−π
2 +ε,β±+ π

2−ε.

Next, we state the theorem of existence of a complex θ±-diffusive realization
with complex diffusive symbols.

Theorem 2.8. For a given path θ+ (resp. θ−), if a causal (resp. anti-causal)
operator P+ (resp. P−) satisfies Assumptions 2.4, then there exists a complex
θ+-diffusive symbol µ+ (resp. θ−-diffusive symbol µ−),
(2.10)

µ+(x, ξ) = −θ+′(ξ)
2iπ

P+(x,−θ+(ξ)) (resp. µ−(x, ξ) =
θ−′(ξ)
2iπ

P−(x,−θ−(ξ))),

and ξ 7→ µ+(x, ξ) (resp. ξ 7→ µ−(x, ξ)) has the same regularity as θ+′ (resp. θ−′).

Proof. The Laplace transform P+ is holomorphic to the right half plane Re(z) ≥ a,
then p̃(x, y) can be expressed, thanks to the inverse L−1 of the Laplace transform,
by

(2.11) p̃(x, y) = L−1(P+(x, λ))(y) =
1

2iπ

∫

a+iR
P+(x, λ)eλydλ.
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Since for all x ∈ ω the Laplace transform λ 7→ P+(x, λ) is assumed to be holomor-
phic on the right of −θ+ and to vanish uniformly at infinity, the Jordan lemma and
the Cauchy theorem allow us to prove that

p̃(x, y) =
1

2iπ

∫

−θ+
P+(x, λ)eλydλ =

∫

R

−θ+′(ξ)
2iπ

P+(x,−θ+(ξ))e−θ+(ξ)ydξ.

To complete the proof of the causal part we use the relation P+u(x) =
∫ x

0
p̃(x, x−

y)u(y) dy and the expression (2.4) of ψ+. The proof is similar for the anti-causal
part. Considering p̃(x,−y) when y < 0, we get

p̃(x,−y) =
1

2iπ

∫

−θ−
P−(x, λ)eλydλ =

∫

R

−θ−
′
(ξ)

2iπ
P−(x,−θ−(ξ))e−θ−(ξ)ydξ,

and we conclude thanks to the expressions of P−u and of ψ−. ¤

Remark 2.9. Notice that according to our Assumption 2.4, the causal (resp. anti-
causal) part of the impulse response is necessarily analytic on R+∗ (resp. R−∗)
and locally integrable on R+ (resp. R−) with respect to the second variable y.
As a matter of fact, this can be observed, for instance, on the causal part. The
expression of

p̃(x, y) =
∫

R

−θ+′(ξ)
2iπ

P+(x,−θ+(ξ))e−θ+(ξ)y dξ

may be extended to a thin strip constituting a vicinity of R+ in C. Thanks to our
hypothesis on θ+ this function is differentiable, thus it is analytic in the open strip
and therefore in R+∗.

Remark 2.10. When it exists, the complex diffusive symbol resulting from the above
derivation is necessarily unique, but an infinity of other complex diffusive symbols
exists also. This can be seen by inspection of the kernels of the linear operators

µ± 7→ 〈
µ±, ψ±(u)

〉
,

which include any function ξ 7→ µ±(., ξ) defined by (2.10) with P+ (resp. P−)
holomorphic in the closure of the domain to the left of −θ+ (resp. of −θ−).

The next proposition shows that half of θ± is sufficient to realize real valued
operators.

Proposition 2.11. If P is real valued and if the paths θ± are symmetric with
respect to the real axis, that is θ±(−ξ) = θ±(ξ), then µ±(−ξ) = µ±(ξ) and

〈
µ±, ψ±

〉
= 2Re

∫ +∞

0

µ±ψ± dξ

so that the diffusive realization can be determined with a half path θ±∗ = θ±|R+ .

Proof. If θ±(−ξ) = θ±(ξ) then ψ±(x,−ξ) = ψ±(x, ξ). Since P is real valued it
comes that P±(x, λ) = P±(x, λ) and µ±(−ξ) = µ±(ξ). We therefore have

〈
µ±, ψ±

〉
=

∫ +∞

0

µ±ψ± dξ +
∫ 0

−∞
µ±ψ± dξ

=
∫ +∞

0

µ±(x, ξ)ψ±(x, ξ) + µ±(x,−ξ)ψ±(x, ξ) dξ.
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So µ±(−ξ) = µ±(ξ) yields
〈
µ±, ψ±

〉
= 2Re

∫ +∞

0

µ±ψ± dξ.

¤
2.3. Real Diffusive Realizations. In this section, we derive another formula for
diffusive symbols when all singularities of the Laplace transforms P± are located
on the real axis R, and when the contours θ±(R) are embedded in a semi-infinite
line in R. This special case is not covered by Theorem 2.8 where we have assumed
that the paths θ± do not intersect with the singularities of P±. We refer to [25]
for a more general framework allowing singularities on the paths θ±. It yields to
more technical proofs. It requires indeed to consider

∫
θ

in the sense of right trace,
and the resulting complex diffusive symbols µ± as generalized functions. From the
topological viewpoint, it involves appropriate Frechet spaces ∆θ± for the functions
ψ± and their topological dual ∆′

θ± for diffusive symbols. Regarding uniqueness,
Remark 2.10 still applies and proves that, for such a contour with a void interior,
complex diffusive symbols are unique. Here we follow an alternative approach where
an impulse response turns out to be the Laplace transform of a diffusive symbol.

We start with a general remark on diffusive realizations with closed paths θ±

having an empty interior. They may be parameterized symmetrically if we choose
θ±(−ξ) = θ±(ξ). Thus ψ±(−ξ) = ψ±(ξ), and

〈
µ±, ψ±

〉
=

∫ +∞

0

µ±(x, ξ)ψ±(x, ξ) dξ +
∫ 0

−∞
µ±(x, ξ)ψ±(x, ξ) dξ

=
∫ +∞

0

(µ±(x, ξ) + µ±(x,−ξ))ψ±(x, ξ) dξ.

Posing µ±∗(x, ξ) = µ±(x, ξ) + µ±(x,−ξ) yields a diffusive realization on the half
paths θ±∗ = θ±|R+ (parameterized on R+ only) formally expressed by:

=
∫ +∞

0

µ±∗(x, ξ)ψ±(x, ξ) dξ.

More rigorously, since µ±∗ can be generalized functions, the integral will preferably
be denoted by a duality product 〈µ±∗, ψ±〉. An important particular case is when
θ±∗ are straight half-lines

(2.12) θ±∗(ξ) = λ±0 + σ±ξ

with ξ ∈ R+, λ±0 and σ± being complex numbers; then

(2.13) p̃(x,±y) = ±e−λ±0 y(Lξµ
±∗(x, ξ))(σ±y) for y ∈ R+,

where L is the Laplace transform extended to the set D′+ of distributions with
support in R+. Equivalently the expressions of µ±∗ with respect to p̃ are

µ±∗(x, ξ) = ±L−1(eλ±0 y/σ± p̃(x,±y/σ±))(ξ) for ξ ∈ R+.

As we consider real operators (and so real impulse responses) only, the singularities
of P± are necessarily conjugate. Accordingly they are concentrated on a half-line
embedded in the real axis. In the following, we restrict to parameters λ±0 and
σ± ∈ R, so µ±∗ is a real valued function. It is called a real diffusive symbol, and
the associated realization a real θ±∗-diffusive realization.
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To close this section, we state a sufficient condition for such a diffusive realization
to exist.

Assumption 2.12. (i) The function y 7→ p̃(., y) (resp. y 7→ p̃(.,−y)) has an
analytic continuation holomorphic in R+∗ + iR.

(ii) There exists a constant c+ ∈ R+ (resp. c− ∈ R+) such that y ∈ C 7→
p̃(x, y)eλ+

0 y (resp. y ∈ C 7→ p̃−(x, y)eλ−0 y) is bounded uniformly in x by a polynomial
function of |y| in the half plane Rey > c+ (resp. > c−).

Proposition 2.13. If Assumption 2.12 is fulfilled, then for straight half lines θ±∗

as in (2.12), the operator P admits a θ±∗-diffusive realization with unique symbols
µ±∗ ∈ D′+.

Proof. This statement comes directly from the characterization of the range of D′+
by the Laplace transform, see e.g. [27] Chap. VI Proposition 5. ¤

3. Diffusive Symbolic Formulation of Linear Operational Equations

In this section we consider a kernel p(x, y) solution to a general linear bound-
ary value problem with variable coefficients. We introduce the integro-differential
equations satisfied by its complex symbol µ± and by its real symbol µ±∗ provided
that they exist for some given paths θ± and θ±∗.

We start by dividing Ω into two open sets Ω+ and Ω− corresponding to the
causal (y < x) and anti-causal (y > x) parts of Ω. The boundary of Ω+ is split into
Γ+

y = {1} × ω, Γ+
x = ω×{0} and Γ0 = {(x, y) ∈ Ω s.t. x = y}, when the boundary

of Ω− is split into Γ−y = {0} × ω, Γ−x = ω × {1} and Γ0.

Denoting by ∇ = (∂x, ∂y)T and by q the kernel of a second operator Q, we
consider that p is the solution to a partial differential equation written in the
general form,

(3.1) A(x, y,∇)p(x, y) = q(x, y) in Ω+ ∪ Ω−,

along with boundary conditions,

(3.2) B(x, y,∇)p(x, y) = r(x, y) on ∂Ω+ ∪ ∂Ω−.

We introduce the change of variable φ±(x, y) = (x, x ∓ y), the modified impulse
responses

(3.3) p̃±(x, y) = p̃(x,±y) = p ◦ φ±(x, y),

the matrices K± = (∇T (φ±)−1)T =
(

1 ±1
0 ∓1

)
, the differential operator Dλ =

(∂x, λ) , and the operators

A±(x, y, ξ, ∂x) = A(x, y, K±DT
−θ±(ξ)) and B±(x, y, ξ, ∂x) = B(x, y, K±DT

−θ±(ξ)).
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3.1. Equations of Complex Symbols. Here we prove that if the linear operator
with kernel p admits a θ±-diffusive realization then its symbols µ± are solution to
the equations

±
〈
A±µ±, e∓θ(ξ)(x−y)

〉
= q in Ω±,(3.4)

±
〈
B±µ±, e∓θ(ξ)(x−y)

〉
= r on ∂Ω±.(3.5)

Then, where A and B are independent of y, we replace Equation (3.4) and Equa-
tion (3.5) restricted to Γ±y by two infinite families of differential equations in x
parameterized by ξ.

The Laplace transforms of the extension y 7→ p̃±(., y) being denoted by λ 7→
P±(., λ), as in (2.9), we make assumptions allowing calculations as in the definition
of complex symbols:

Assumption 3.1. The functions λ 7→ P±(x, λ), λ 7→ A(x, y,K±DT
λ )P±(x, λ)

for (x, y) ∈ ω × R and λ 7→ B(x, y, K±DT
λ )P±(x, λ) for (x, y) ∈ ∂Ω± satisfy

Assumption 2.4.

Proposition 3.2. Under Assumptions 3.1, p is a solution to the boundary value
problem (3.1-3.2) if and only if its symbols µ± are solution to the system (3.4-3.5).

Proof. Changing the variables in (3.1-3.2), the equations satisfied by p̃± are

(3.6) A(φ±(x, y), K±∇)p̃± = q ◦ φ± and B(φ±(x, y),K±∇)p̃± = r ◦ φ±.

We introduce the Laplace transforms P± of p̃±, so p̃± = L−1Lp̃± = L−1P± and
1

2iπ

∫

a+iR
A(φ±(x, y),K±DT

λ )P±(x, λ)eλy dλ = q ◦ φ±

and
1

2iπ

∫

a+iR
B(φ±(x, y),K±DT

λ )P±(x, λ)eλy dλ = r ◦ φ±,

for a convenient a ∈ R. Changing the integration path as in the proof of Theorem
2.8 yields

±
〈
A(φ±(x, y),K±DT

−θ±(ξ))µ
±(x, ξ), e−θ±(ξ)y

〉
ξ

= q ◦ φ±,

and ±
〈
B(φ±(x, y),K±DT

−θ±(ξ))µ
±(x, ξ), e−θ±(ξ)y

〉
ξ

= r ◦ φ±,

provided that λ 7→ P±(x, λ), λ 7→ A(φ±(x, y),K±(∂x, λ)T )P±(x, λ) and λ 7→
B(φ±(x, y), K±(∂x, λ)T )P±(x, λ) are holomorphic in D± and decrease at infinity.
Inverting the change of variable leads to the result,

±
〈
A(x, y, K±DT

−θ±(ξ))µ
±(x, ξ), e∓θ(ξ)(x−y)

〉
ξ

= q,

and ±
〈
B(x, y, K±DT

−θ±(ξ))µ
±(x, ξ), e∓θ(ξ)(x−y)

〉
ξ

= r.

¤
Now, for an operator A and an operator B restricted to Γ±y , both being inde-

pendent of y, we prove that the related symbol equations can be rewritten in the
Laplace domain. We therefore consider the corresponding right-hand side q and r
as the kernels of certain operators. We assume that their impulse responses y 7→ q̃
and y 7→ r̃ satisfy Assumptions 2.4 for the same set D± as p. Thus, they admit
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θ±-diffusive realizations with symbols denoted by ν± and ρ±. If we apply the same
treatment to q and r as to the left-hand side, we obtain

〈
A(x,K±DT

−θ±)µ± − ν±, e∓θ(x−y)
〉

= 0

and
〈
B(x,K±DT

−θ±)µ± − ρ±, e∓θ(x−y)
〉

= 0.

Referring to Remark 2.10 about the lack of uniqueness of a diffusive realization, we
could not eliminate the brackets to obtain local equations on the complex diffusive
symbols. So, we proceed differently.

We start by extending the equations of p̃± to ω × R+. According to Remark
2.9, the functions y 7→ q̃± and y 7→ r̃± are necessarily analytic, and their extension
over R+ used for Laplace transforms are necessarily the analytic extensions. After
extending the functions, the equations (with constant coefficients in the y-direction)
are straightforwardly extended. Then, y 7→ p̃±, y 7→ q̃± and y 7→ r̃± for y ∈ Γ±y
are extended by 0 to R−, and we know that there exist suitable partial differential
operators A±k (x,∇) and B±

k (x,∇) such that the following equations, written in the
distribution sense in D′

+ with respect to y,

A(x,K±∇)p̃± +
∑

k

A±k (x,K±∇)p̃±δ
(k)
0 = q̃±(3.7)

and B(x,K±∇)p̃± +
∑

k

B±
k (x,K±∇)p̃± δ

(k)
0 = r̃±(3.8)

are equivalent to Equation (3.1) and Boundary Conditions (3.2) on Γ±y . Here δ
(k)
0

is the kth derivative of the Dirac distribution at 0. From A±k and B±
k we define the

integro-differential operators A±0 and B±
0 as

A±0 (x, ∂x, ξ)µ(x, ξ) = ∓θ
±′(ξ)
2iπ

∑

k

(−θ±(ξ))k
〈
A+

k (x,K±DT
−θ±(ζ))µ(x, ζ), 1

〉
ζ

and B±
0 (x, ∂x, ξ)µ(x, ξ) = ∓θ

±′(ξ)
2iπ

∑

k

(−θ±(ξ))k
〈
B+

k (x,K±DT
−θ±(ζ))µ(x, ζ), 1

〉
ζ
.

Proposition 3.3. The operator A and the operator B restricted to Γ±y being
independent of y, the kernel p(x, y) is a solution to Equations (3.4) with Boundary
Conditions (3.5) in Γ±y iff the symbols µ± are a solution to

(A± + A±0 )µ± = ν± in ω × R,(3.9)

(B+ + B+
0 )µ+ = ρ+ in {1} × R and (B− + B−

0 )µ− = ρ− in {0} × R.(3.10)

Proof. We apply the Laplace transform to Equations (3.7-3.8) in the sense of dis-
tributions,

A(x,K±Dλ)P± +
∑

k

λkA±k (x,K±∇)p̃±(x, 0) = L(q̃±)

and B(x,K±Dλ)P± +
∑

k

λkB±
k (x,K±∇)p̃±(x, 0) = L(r̃±).

Since the Laplace transforms of p̃±, q̃± and of r̃± are all holomorphic in D± these
equations are still true along the parameterized paths ξ 7→ θ±(ξ). Changing the
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variable λ into ξ and introducing the diffusive symbols yields

A±µ± ∓ θ
±′

2iπ

∑

k

(−θ±)kA±k (x,K±∇)p̃±(x, 0) = ν±,

and B±µ± ∓ θ
±′

2iπ

∑

k

(−θ±)kB±
k (x,K±∇)p̃±(x, 0) = ρ±.

To conclude the proof, we introduce p̃± = L−1L(p) and proceed as in the proof of
Proposition 3.2 to get

A±k (x, K±∇)p̃±(x, 0) =
〈
A±k (x,K±DT

−θ±(ζ))µ
±(., ζ), 1

〉
ζ
.

¤

Remark 3.4. To close this section we discuss the a priori determination of D±.
A singularity occurs in a solution to the equations in a Laplace domain when an
operator coefficient vanishes or when a right-hand side is singular. The second
possibility is already taken into account explicitly in our previous assumptions. We
consider situations where the mappings λ 7→ A(x, ∂x, λ) and λ 7→ B(x, ∂x, λ) are
analytic and where the operators A and B can be expanded as finite series in ∂x,

A(x,K±DT
λ ) =

∑
m

a±m(x, λ)∂m
x and B(x,K±DT

λ ) =
∑
m

b±m(x, λ)∂m
x .

Then, λ 7→ P±(., λ) is potentially singular at the zeros of the mappings λ 7→
a±m(x, λ) and λ 7→ b±m(x, λ). In the forthcoming applications, we refer to these sets
as W±

A and W±
B , namely

(3.11) W±
A :=

⋃
x,m

[a±m(x, .)]−1(0) and W±
B :=

⋃
x,m

[b±m(x, .)]−1(0).

3.2. Equations of Real Symbols. Now, we establish the symbol equations in the
framework of real diffusive symbols introduced in Section 2.3. We choose θ±∗ ⊂ R
as in (2.12) with σ± = 1, so

θ±∗(ξ) = λ±0 + ξ where ξ ∈ R+.

The real symbols of q and r are denoted by ν±∗ and ρ±∗.

Proposition 3.5. (i) Assuming that p, q = A(x, y,∇)p and r = B(x, y,∇)p satisfy
Assumption 2.12, then p is a solution to the boundary value problem (3.1-3.2) iff
its real diffusive symbols µ±∗ are solution to the system

±
〈
A±µ±∗, e∓θ±∗(ξ)(x−y)

〉
ξ

= q in Ω±,(3.12)

±
〈
B±µ±∗, e∓θ±∗(ξ)(x−y)

〉
ξ

= r on ∂Ω±.(3.13)

(ii) Moreover, if the operator A and the operator B restricted to Γ±y are inde-
pendent of y, then p is solution to Equation (3.1) and to Boundary Condition (3.2)
on Γ±y iff µ±∗ are solution to

A±µ±∗ = ν±∗ in ω × R+,(3.14)

B+µ+∗ = ρ+∗ in {1} × R+ and B−µ−∗ = ρ−∗ in {0} × R+.(3.15)
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Proof. (i) We already know that p̃± is solution to (3.6), and we use its expression
(2.13) to get

±
〈
A(φ±(x, y),K±DT

−θ±∗)µ
±∗, e−θ±∗y

〉
= q ◦ φ±,(3.16)

and ±
〈
B(φ±(x, y), K±DT

−θ±)µ±∗, e−θ±∗y
〉

= r ◦ φ±.(3.17)

The announced equations follow after changing the variables back to the original
ones.

(ii) Introducing the diffusive representations of q and r in (3.16, 3.17) yields
〈
A±µ±∗, e−θ±∗y

〉
=

〈
ν±∗, e−θ±∗y

〉
and

〈
Bµ±∗, e−θ±∗y

〉
=

〈
ρ±∗, e−θ±∗y

〉
,

or equivalently, when replacing θ±∗ by λ±∗0 + ξ:

L(A±µ±∗) = L(ν±∗) and L(Bµ±∗) = L(ρ±∗) for Rey ≥ 0.

Since the Laplace transform is injective in D′+, we get the equalities (3.14, 3.15). ¤

4. An Illustrative Example

The Lyapunov equation under consideration appears in the context of internal
stabilization of the heat equation with Dirichlet boundary conditions. We consider
a non-negative constant c and a positive, self-adjoint operator Q ∈ L(L2(ω)) with
kernel q, and admitting diffusive representations with symbols ν±. The Lyapunov
equation states: Find P ∈ L(H1

0 (ω)) such that

(4.1)
∫

ω

du

dx

d(Pv)
dx

+
d(P ∗u)

dx

dv

dx
dx =

∫

ω

Qu v + cu v dx for all u, v ∈ H1
0 (ω).

We will seek the solution P as a kernel operator with kernel p(x, y), the kernel of
its adjoint P ∗ being p∗(x, y) = p(y, x). We can readily prove that p is symmetric,
i.e. that p∗ = p, by interchanging u with v, and then x with y. Now, we derive
the equations satisfied by the kernel p in Ω+ and in Ω− on the form (3.1, 3.2). For
brevity, we use the notations p+ and p− for p|Ω+ and p|Ω− the kernel causal and
anti-causal parts.

Proposition 4.1. The causal part p+ and the anti-causal part p− of the kernel p
are the unique solutions to the two uncoupled boundary value problems

−∆p± = q± in Ω±,(4.2)

(−∂x + ∂y)p± = ± c

2
on Γ0, p± = 0 on Γ±x ∪ Γ±y .

In the particular case c = 0, p is the unique solution to

(4.3) −∆p = q in Ω and p = 0 on ∂Ω.

Proof. Using the integral forms of Pu, of Pv and of Qu in the Lyapunov equation
leads to ∫

Ω

∂xu(x)∂x(p(x, y) v(y)) + ∂x(p(x, y) u(y))∂xv(x) dydx

=
∫

ω

c u(x)v(x) dx +
∫

Ω

q(x, y)u(x)v(y) dy dx.
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We introduce w(x, y) = u(x)v(y) ∈ H1
0 (Ω) and we use the symmetry p(x, y) =

p(y, x) to obtain the variational formulation satisfied by p,

(4.4)
∫

Ω

∇p∇w dydx =
1√
2

∫

Γ0

c w ds +
∫

Ω

q w dydx.

Furthermore, we remark that the set of functions w(x, y) = u(x)v(y), with u, v ∈
H1

0 (ω), is dense in H1
0 (Ω) and that p = 0 on ∂Ω because Pu = 0 on ∂ω and because p

is symmetric. So p ∈ H1
0 (Ω) is solution to (4.4) for any w ∈ H1

0 (Ω). This variational
formulation fulfils the Lax-Milgram Lemma assumptions, and therefore admits a
unique solution. When c vanishes, the variational formulation is straightforwardly
interpreted as (4.3). When c 6= 0, the strong form of the equation must be written
on each side of Γ0. Applying the Green formula in Ω− Γ0 = Ω+ ∪ Ω− we find,

∫

Ω+∪Ω−
−(∆p + q)w dydx +

∫

Γ0

1√
2
(−∂x + ∂y)(p+ − p− − c)w ds = 0

which yields the strong formulation

−∆p = q on Ω+ ∪ Ω−,

(−∂x + ∂y)(p+ − p−) = c on Γ0 and p = 0 on ∂Ω.

Since p is symmetric, the second relation is equivalent to one of the two conditions

(−∂x + ∂y) p+ =
c

2
or (−∂x + ∂y)p− = − c

2
,

which ends the proof. ¤

4.1. Complex Diffusive Realizations . Here, we apply the general theory in-
troduced for complex symbol equations. We start by writing Equations (3.4) and
(3.5) of the symbols corresponding to the boundary value problem (4.2). We find
that A±µ± = (∂2

xx ∓ 2θ±∂x + 2θ±2)µ± with B±µ± = µ± for Dirichlet conditions
and with B±µ± = (∂x ∓ 2θ±)µ+ for the Neuman condition on Γ0. We further
assume that q is such that Assumption 3.1 is satisfied. Thus, applying Proposition
3.2 yields the set of equations (3.4) and (3.5) which, in this case, are rewritten as

±
〈
(∂2

xx − 2θ±∂x + 2θ±2)µ±, e∓θ±(x−y)
〉

= q(x, y) in Ω±,(4.5)
〈
(∂x ∓ 2θ±)µ±, 1

〉
= 0 in ω,(4.6) 〈

µ+, e−θ+x
〉

= 0,
〈
µ−, eθ−(x−1)

〉
= 0 in ω,(4.7)

〈
µ+, e−θ+(1−y)

〉
= 0 on Γ+

y , and
〈
µ−, e−θ−y

〉
= 0 on Γ−y .(4.8)

According to Remark 3.4, the sets of possible singularities related to the interior
equations and to the boundary conditions are W±

A = {0} and W±
B = ∅.

4.2. Real Diffusive Realizations. In this Subsection, we introduce a formal cal-
culation technique for real diffusive symbols. We think that it could also be used
as a starting point for a numerical method. We limit our presentation to the case
q = 0 but c 6= 0. Since the set of possible singularities W±

A ∪ W±
B = {0} in the

diffusive symbols is included in R−, we can apply the framework of real diffusive
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symbols. We choose the paths −θ±∗ = R− ⊃ W±
A ∪W±

B (i.e. λ±0 = 0 and σ± = 1)
and we apply Proposition 3.5. The diffusive symbol equations turns to be

(∂2
xx − 2θ±∗∂x + 2θ±∗2)µ±∗ = 0 in ω × R+,(4.9)

〈
(∂x ∓ 2θ±∗)µ±∗, 1

〉
= ∓ c

2
in ω,(4.10)

〈
µ+∗, e−θ+∗x

〉
= 0,

〈
µ−∗, eθ−∗(x−1)

〉
= 0 in ω,(4.11)

µ+∗(1, .) = 0 in R+, and µ−∗(0, .) = 0 in R+.(4.12)

As mentioned before, in such a case diffusive symbols are not functions, and a
suitable duality has to be chosen. We do not develop a complete theory for the
equations of µ±∗ but we give their solutions and we propose a formal general method
for their derivation. The formal method consists in seeking a solution µ±∗ as a sum
of a regular part g± and of a series of Dirac mass derivatives concentrated at the
potential singularities. Thus we seek a solution for the causal part as

(4.13) µ+∗(x, ξ) = g(x, ξ) +
n0∑

n=0

gn(x)δ(n)(ξ),

where n0 is assumed to be an a priori unknown finite positive integer, and we
express µ−∗ with respect to µ+∗.

Proposition 4.2. If Q = 0 and θ±∗(ξ) = ξ ∈ R+, then P admits a θ±∗-diffusive
realization in the form (4.13) with g = 0 and n0 = 1,

(4.14) µ+∗(x, ξ) =
c

2
(1− x)(xδ(ξ) + δ′(ξ)) in ω×R+,

Moreover,

µ−∗(x, ξ) = µ+∗(1− x, ξ) in ω×R+.

Proof. (i) First, we state the relation between µ+∗ and µ−∗. Here, P preserves the
symmetry about the center of the interval ω, in the sense that Pu(x) = Pu(1− x)
for any u such that u(y) = u(1− y). Then,

p(x, y) = p(1−x, 1−y), p̃(x, y) = p̃(x−y,−y) and µ−∗(1−x, ξ) = µ+∗(x, ξ) ∀x ∈ ω.

(ii) We proceed by trying successively solutions

µ+∗ = g, µ+∗ = g + g0δ, µ+∗ = g + g0δ + g1δ
′, ... .

The first two cases do not yield a solution, but inserting the third case in the set
of equations we find g = 0, g0(x) = cx(1 − x)/2 and g1(x) = c(x − 1)/2. Since
we know that the solution exists and is unique, the conclusion follows. Notice
that our calculation requires the results stated in Lemma 6.1 from the Appendix
established for a test function in ϕ ∈ D(R) and applied to ϕ ≡ 1 which allows the
same calculation for distributions with support in a bounded set. Note that we
have used the results summarized in the Appendix for a sequence of test functions
ϕn converging to 1 when n tends to infinity. ¤
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5. Numerical Approximations and Relaxation of Assumptions

The approximations presented in this section are formulated in the particular
case of Lyapunov Equation (4.1). In Subsection 5.1, we present our approximation
of a diffusive realization derived from an approximation of the kernels p±. In
Subsection 5.2, we introduce two weak formulations posed directly on the diffusive
symbols. We recall that all these discretization methods are kept at a distance from
the continuous case in the sense that they do not provide converging approximations
of the analytic extensions of impulse responses nor converging approximations of
diffusive symbols.

5.1. Diffusive Symbol Approximation from Kernel Approximation . Here
we report results obtained for approximation of a diffusive realization based on a
dedicated spectral approximation of the kernel p. For the sake of simplicity, we have
restricted our calculations to the situation where c = 0 in the Lyapunov equation,
so we consider the solution of the weak formulation associated with (4.3). The
spectral method uses a polynomial basis in x together with a positive exponential
basis in y for the causal part and a negative exponential basis in y for the anti-
causal part. In both cases, the calculations have been carried out in the entire set
Ω. Our approximations are of the form

(5.1) pN±(x, y) =
N1∑

k=0

N2∑

`=0

(1− x)xk+1(1− e±y)(e±1 − e±y)e±`yp±k`,

designed to satisfy the Dirichlet boundary conditions. Note that DN±, the do-
mains of holomorphy can be any open set not containing the negative real numbers
{0,−1, ..,−N2}. Assumption 2.4 is clearly satisfied for any contours −θ± in DN±,
and we may apply Theorem 2.8 to derive the corresponding complex symbols µN±.
The approximate diffusive realizations is then u 7→ 〈

µN±, ψ±(u)
〉
. To calculate

µN±, we have chosen the contours −θ± proposed by J.A.C. Weideman and L.N.
Trefethen in [32], in the context of inverse Laplace transform computation, namely
a parabola

(5.2) −θ± (ξ) = θp (iξ + 1)2 for ξ ∈ R,

and a hyperbola

(5.3) −θ± (ξ) = θh (1 + sin (iξ − α)) for ξ ∈ R,

for some positive real numbers θp, θh and α the hyperbola asymptotic angle.

Discretization of ψ with respect to x Two x-discretizations have been con-
sidered. They are based on two interpolations of the discrete inputs (un)n∈{0,..,N},
the first one being piecewise constant, and the second one globally continuous and
piecewise linear on each interval [xn, xn+1]. The discretization step is kept constant
h = xn+1− xn. In the linear interpolation case, we obtained the recurence relation
on ψ±n from the integral forms (2.4) of ψ±,

ψ+
n+1,k = α+

k ψ+
n,k + β+

k un + γ+
k un+1, ψ+

0,k = 0,

ψ−n,k = α−k ψ−n+1,k + β−k un + γ−k un+1, ψ−N ,k = 0.

In the piecewise constant interpolation case, the formulas for ψ±n have the same
forms without terms γ±k un+1.
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Finally, the integrals along −θ± are approximated by an ordinary trapezoidal
quadrature rule using M points.

Remark 5.1. The estimation error of numerical integrations along the paths −θ±

are linked to the numerical inversion of the Laplace transform. We use the related
error estimates established by Trefethen et al. in [32] for parabolic and hyperbolic
paths expressed for constant and linear approximations of u. This yields optimal
relations between the number M of quadrature nodes and the length h in each case,
so that the errors turn out to be regulated by the single parameter h only. More
details will be reported in a paper on numerical issues.

In our presentation of numerical experiments, we discuss only causal parts. Sim-
ilar results have been observed for anti-causal parts. We have considered the ker-
nel q (x, y) = 2(1 − 3x)(1 − y)y2 + 2(1 − x)x2(1 − 3y) and the input variable
u (x) = sin (πx). The polynomial degrees of pN+ are fixed at sufficiently large
values, N1 = N2 = 15, so that the relative error

e+
N =

∥∥p+ − pN+
∥∥

L2(Ω)

‖p+‖L2((Ω))

is negligible, namely in the order of magnitude of 10−9. In Figure 2 we report the
relative errors in logarithmic scale between P+u an exact realization, and various
approximations Ph+u parameterized by h only,

Eh+ =
||P+u− Ph+u||L2

h(ω)

||P+u||L2
h(ω)

.

The error is measured by the discrete L2(ω)-norm, and the discretization step h
ranges from 0.005 to 0.25. For the approximation method of µ+ via the kernel
(Kernel), the errors decay rate is proportional to h for piecewise constant (C)
interpolation, and proportional to h2 for piecewise linear (L) interpolation. Note
that our diffusive realization approximation has two other error sources. The first
originates from spectral approximation of µ, and it is negligible in our calculation.
The second comes from discretization of contour integrals which is linked to h,
as explained in Remark 5.1. This is why the results related to parabolic (P) and
hyperbolic (H) are represented on the same curves.

Computation time Even if our goal in developing diffusive realizations u 7→ Pu
of operators is oriented towards implementation in semi-decentralized computer
architectures, it is worthwhile comparing our approach to a classical one, namely a
direct (Di) quadrature method,

Pu(xn) ≈ h

N∑

j=0

p(xn, yj)u(yj), for n = 0, ..,N .

Figure 3 provides a comparison of computation times between the direct quadrature
method, and the diffusive realization methods with hyperbolic (H) and parabolic
(P) contours, both with piecewise constant interpolation of u. We notice that hyper-
bolic paths always yield faster computation over parabolic ones. The gain in using
diffusive realization over direct quadrature increases for finer spatial discretization
points. We underline that we are aware that our simulations have been conducted
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for an elementary input u and that further tests are needed to yield a more general
conclusion.
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Figure 3. Computation time in seconds versus relative error Eh+

Remark 5.2. We have used a spectral method to discretize both x- and y-directions.
In the y-direction we actually need to use global basis functions so that they can be
analytically extended. On the contrary, there is no particular restriction regarding
approximations in the x-direction. For instance a local basis as a finite element
basis might be used.
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5.2. Diffusive Symbol Approximation from Symbol Approximation. Here,
we introduce two pairs of weak formulations for the symbol equations. The first
pair is derived straightforwardly from the weak formulation of the boundary value
problem (4.2) of p±. It involves one integral in the (x, y)-variables and two in the
ξ-variable, so it turns to be prohibitive in terms of computation cost, and we have
not implemented it. The second pair does not suffer from this drawback, indeed it
requires only two integrals, but it is unsymmetrical.

First weak formulation It states: Find µN± the symbol, related to (5.1) an
approximate kernel, satisfying

∫

Ω±

〈
K±DT

−θ±µN±, e∓θ±(x−y)
〉〈

K±DT
−θ±ηN±, e∓θ±(x−y)

〉
dydx

=
∫

Ω±
q
〈
ηN±, e∓θ±(x−y)

〉
dydx,

for all symbols ηN± related to any kernel

vN±(x, y) =
N1∑

k=0

N2∑

`=0

(1− x)xk+1(1− e±y)(e±1 − e±y)e±`yv±k`.

Its derivation starts from the weak formulation of (4.2): Find p± ∈ H1
Γ±x ∪Γ±y

(Ω±) =

{v± ∈ H1(Ω±) | v± = 0 on Γ±x ∪ Γ±y },

(5.4)
∫

Ω±
∇p±.∇v± dydx =

∫

Ω±
q v± dydx for all v± ∈ H1

Γ±x ∪Γ±y
(Ω±).

Applying the Galerkin method in the base generating (5.1) yields

(5.5)
∫

Ω±
∇pN±.∇vN± dydx =

∫

Ω±
q vN± dydx for all vN±.

The conclusion follows after stating that the complex symbols associated with
∇pN± and ∇vN± are K±DT

−θ±µ± and K±DT
−θ±ηN± in other terms,

∇
〈
µN±(x, .), e∓θ±(x−y)

〉
=

〈
K±DT

−θ±µN±(x, .), e∓θ±(x−y)
〉

(5.6)

and ∇
〈
ηN±(x, .), e∓θ±(x−y)

〉
=

〈
K±DT

−θ±ηN±, e∓θ±(x−y)
〉

.

Second weak formulation For h+(x) = x, h−(x) = 1 − x, and a function
y 7→ w(y) ∈ L1(0, h±(x)), we define the linear operator

L±(w) =
∫ h±(x)

0

w e−θ±y dy.

The bases for the approximation of µ±, the symbol solutions, are (ϕ1
k(x)ζ±` (x, ξ))k=1,..,N1,`=1,..,N2

with

ϕ1
k(x) = (1− x)xk+1, ζ±` (x, ξ) = ∓ (θ±(ξ))′

2iπ
(

1
` + 1− θ±(ξ)

− e−h±(x)

`− θ±(ξ)
)

with singularities to the left of the imaginary axis, so the contours θ± are chosen
as in (5.2) or (5.3) to strictly enlace R+.The modified impulse responses q̃± are
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approximated in the y-direction only,

(5.7) q̃N2±(x, y) =
N2∑

`=0

ϕ2±
` (x, y)qN2

` (x),

by L2(0, h±(x))-projection in the bases

ϕ2±
` (x, y) = (e−y − e−h±(x))e−`y for ` = 1, .., N2.

Their corresponding symbols are denoted by νN2±(x, ξ). The test functions are
chosen in different bases with respect to y,

(5.8) ṽN±(x, y) =
N1,N2∑

k=0,`=0

ϕ1
k(x)ϕ3±

` (x, y)v±k` with ϕ3±
` (x, y) = (ey − eh±(x))e`y.

Accordingly, the resulting Petrov-Galerkin method states: Find

(5.9) µN±(x, ξ) =
N1,N2∑

k=0,`=0

ϕ1
k(x)ζ±` (x, ξ)µ±k`

solution to
(5.10)∫

ω

〈
K±DT

−θ±µN±,K±L±(∇ṽN±)
〉

dx =
∫

ω

〈
νN±, L±(ṽN±)

〉
dx for all ṽN±.

To establish it, we restart from (5.5), we apply the change of variables φ± in the
integrals, and we approximate p̃±, the modified impulse responses, with polynomials
in x and with negative exponential in y,

p̃N±(x, y) =
N1∑

k=0

(1− x)xk+1
N2∑

`=0

(e−y − e−h(x))e−`y.

The impulse responses q̃± are replaced by their approximations (5.7). We notice
that the principle used for these approximations does not exactly match with that
used in the first weak formulation, but it follows the same lines in using negative
exponential polynomials in y for impulse responses. It yields the above expression
of µN±. Now, we observe that
(5.11)

(∇pN±) ◦ φ± = ±
〈
K±DT

−θ±µN±, e−θ±y
〉

and qN2± ◦ φ± = ±
〈
νN2±, e−θ±y

〉
,

so we readily get the desired conclusion,

±
∫

ω

〈
K±DT

−θ±µN±, K±
∫ h±(x)

0

∇ṽN±e−θ±y dy

〉
dx

= ±
∫

ω

〈
νN2±,

∫ h±(x)

0

ṽN±e−θ±y dy

〉
dx.

We observe that

L±(ṽ±)(x, ξ) =
N1∑

k=0

(1−x)xk+1
N2∑

`=0

(
e(`+1−θ±(ξ))h±(x) − 1

` + 1− θ±(ξ)
−eh±(x)(e(`−θ±(ξ))h±(x) − 1)

`− θ±(ξ)
)v±kl,
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so the choice of the base for ṽ± has been made so that the poles of

λ 7→
N1∑

k=0

(1− x)xk+1
N2∑

`=0

(
e(`+1+λ)h±(x) − 1

` + 1 + λ
− eh±(x)(e(`+λ)h±(x) − 1)

` + λ
)v±kl,

are in the negative real axis like those of the symbols µN±.

To conduct the direct discretizations of µN+ we have used the second weak
formulation, and the same elements as in Subsection 5.1, namely the same contours,
the same discretization of ψ, and the same approximation of diffusive realization.
The data are also kept the same, i.e. the same kernel q, and the same input
variable u. The related approximation results (Symbol) are also reported in Figure
2. For piecewise constant interpolation (C), the error decay rates are the same as
with the method based on kernel calculation. This is also true for piecewise linear
interpolation (L) until the number of spatial discretization points reaches 1/h ≈ 80.
Beyond this limit the rate of convergence slows down due to ill conditioning of the
linear system.

6. Appendix

We state some technical results used in Section 4.2 for real diffusive symbol
calculation. We state them in the general framework of distributions of D′(R) but
we apply them to distributions of D′+ with support is in R+.

Lemma 6.1. (i) For p, n ∈ N,

ξpδ(n) = (−1)pn(n− 1)...(n− p + 1)δ(n−p) for p ≤ n
= 0 for p ≥ n + 1.

In particular,

(6.1) ξδ(n) = −nδ(n−1) for n ≥ 1 and ξ2δ(n) = n(n− 1)δ(n−2) for n ≥ 2.

(ii) For p, n ∈ N and x > 0,

(6.2) ξpe−ξxδ(n) = (−1)p
∑n

k=p

xk−pn!
(k − p)!(n− k)!

δ(n−k) for p ≤ n

= 0 for p ≥ n + 1.

In particular,

ξe−ξxδ(n)(ξ) = −
n∑

k=1

xk−1n!
(k − 1)!(n− k)!

δ(n−k)(ξ) for n ≥ 1(6.3)

and ξ2e−ξxδ(n)(ξ) =
n∑

k=2

xk−2n!
(k − 2)!(n− k)!

δ(n−k)(ξ) for n ≥ 2.(6.4)

Proof. The first point is very classical. We derive only the second.
〈
ξpe−ξxδ(n), ϕ

〉
= (−1)n

〈
δ, (e−ξxξpϕ)(n)

〉
= (−1)n

n∑

k=0

Ck
n

〈
δ, (e−ξxξp)(k)ϕ(n−k)

〉

= (−1)n




p∑

k=0

k∑

l=0

+
n∑

k=p+1

p∑

l=0


 Cl

kCk
n(−x)k−lp(p− 1)..(p− l + 1)

〈
δ, ξp−le−ξxϕ(n−k)

〉
.
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We observe that
〈
δ, ξp−le−ξxϕ(n−k)

〉
= 0 for l < p and = ϕ(n−k)(0) for l = p, so it

remains

= (−1)np!Cp
n

〈
δ, e−ξxϕ(n−p)

〉
+ p!

n∑

k=p+1

(−1)n+k−pCl
kCk

nxk−p
〈
δ, e−ξxϕ(n−k)

〉
.

After simplifications,

=
(−1)pn!
(n− p)!

〈
δ(n−p), ϕ

〉
+ (−1)p

n∑

k=p+1

xk−pn!
(k − p)!(n− k)!

〈
δ(n−k), ϕ

〉
.

Finally,
〈
ξpe−ξxδ(n), ϕ

〉
= (−1)p

n∑

k=p

xk−pn!
(k − p)!(n− k)!

〈
δ(n−k), ϕ

〉
,

which is (6.2), from which follow (6.3, 6.4). ¤
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11. T. Hélie, D. Matignon, and R. Mignot, Criterion design for optimizing low-cost approxima-
tions of infinite-dimensional systems: towards efficient real-time simulation, Int. J. Tomogr.
Stat. 7 (2007), no. F07, 13–18.

12. C. Langbort and R. D’Andrea, Distributed control of spatially reversible interconnected sys-
tems with boundary conditions, SIAM J. Control Optim. 44 (2005), no. 1, 1–28.

13. L. Laudebat, P. Bidan, and G. Montseny, Modeling and optimal identification of pseudodif-
ferential electrical dynamics by means of diffusive representation - Part 1: Modeling, IEEE
Transactions on Circuits and Systems I-Regular Papers 51 (2004), no. 9, 1801–1813.



26 MICHEL LENCZNER, GÉRARD MONTSENY, AND YOUSSEF YAKOUBI

14. M. Lenczner and G. Montseny, Diffusive realization of operator solutions of certain operational
partial differential equations, C. R. Math. Acad. Sci. Paris 341 (2005), no. 12, 737–740.

15. M. Lenczner and Y. Yakoubi, Semi-decentralized approximation of optimal control for partial
differential equations in bounded domains, Comptes Rendus Mécanique 337 (2009), no. 4,
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E-mail address: michel.lenczner@utbm.fr

LAAS-CNRS 7, avenue du Colonel Roche 31077 Toulouse Cedex 4, FRANCE
E-mail address: montseny@laas.fr

UPMC Univ Paris 06, Laboratoire Jacques-Louis Lions, F-75005, Paris CEDEX, FRANCE
E-mail address: yyakoubi@ann.jussieu.fr


