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Abstract

We introduce a framework for computer-aided derivation of multi-scale models dedicated to arrays of microsystems. It relies on a combination of a asymptotic methods used in the field of partial differential equations with term rewriting techniques coming from computer science. In our approach, a multi-scale model derivation is characterized by the features taken into account in the asymptotic analyses. Its formulation consists in a derivation of a reference model associated to an elementary nominal model, and in a set of transformations to apply to this proof until it takes into account the wanted features. In addition to the reference model proof, the framework includes first order rewriting principles designed for asymptotic model derivations, and second order rewriting principles dedicated to transformations of model derivations. We apply the method to generate a family of homogenized models for second order elliptic equations with periodic coefficients that could be posed in multi-dimensional domains, with possibly multi-domains and/or thin domains. The transfer of asymptotic models into a finite element software package is illustrated through an example of a model of periodic cantilever arrays.
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1. Introduction

We are currently developing MEMSALab a software package dedicated to asymptotic multiphysic model derivation applied to arrays of microsystems. It is based on asymptotic methods for systems governed by partial differential equations. Asymptotic analyses are applied for instance to large periodic structures, with small ratio of their cell size to their global size, or to thin structures, with small ratio of their thickness to their global size. Generally, the asymptotic models are computed much faster than the original ones. In this field, a lot of techniques have been developed. However, none of them have been implemented in a systematical approach to render it available to engineers as a design tool. In fact, most published paper focus on an asymptotic model for given geometry and physics and very few cover general cases. Considering the constant need for faster and more reliable simulations, as well as the variety of geometrical and physical features of microsystems, it becomes essential to find a general and systematic approach. Ours starts from a reference model derivation, and then extend it to adapt new features and physics. The reference model is a simple second order boundary value problem posed on an interval and with periodic coefficients. The derivation of a complex model involving complex geometries and physics is generated by a process of generalization. The techniques of model derivation are using the mathematical tool called the Two-Scale Transform or unfolding method, see [11], [4], [5]. The manner to express them and their generalization comes from formal specification techniques in computer science, namely term rewriting and rewriting strategies [1, 6]. The software is written in the symbolic computation language MapleTM and it is intended to be connected to the finite element software packages FreeFEM++ [8] and COMSOLTM for numerical simulation. In this paper we overview the mathematical and computer science principles of our method in its current state. First results of combination of elementary features are reported. A link with a finite element method software is illustrated on the multi-scale model of cantilever arrays derived in [11] and studied in [9].

The methodology used for the software package design is described in [13] and is now outlined. Its kernel is the rewriting based language Symbrans [2]. A multi-scale model derivation is characterized by the features taken into account in the asymptotic analyses. Its formulation consists in a derivation of an elementary reference model and in a set of transformations to apply to this proof until it takes into accounts the wanted features. In addition to the reference model proof, the framework includes first order rewriting strategies designed for its derivation, and second order rewriting strategies, operating on first order strategies, for its transformations. Rewriting operates on expressions whose level of abstraction accurately reflects the mathematical framework. Their description follows a well defined grammar in order that they carry enough information allowing for the design of the rewriting rules and the strategies. Put together all these concepts can express and build proofs as first order strategies, and therefore provide a framework of symbolic computation.

2. Mathematical Formulation

The mathematical statement of the reference model and the corresponding asymptotic models are briefly recalled. We consider an interval $\Omega = \bigcup_{c=1}^{N(\epsilon)} \Omega_{c}^{1,\epsilon} \subset \mathbb{R}$ divided into $N(\epsilon)$ periodic cells (or intervals) $\Omega_{c}^{1,\epsilon}$, of size $\epsilon > 0$ a small number tending to zero in the asymptotic analysis, indexed by $c$, and with center $x_{c}$. The translation and magnification $\Omega^{1} = (\Omega_{c}^{1,\epsilon} - x_{c})/\epsilon$ is the unit cell. The variables in $\Omega$ and...
in $\Omega^1$ are denoted by $x^c$ and $x^1$. The two-scale transform $T$ is an operator mapping functions defined in the physical domain $\Omega$ to functions defined in the two-scale domain $\Omega^2 \times \Omega^1$ where for the reference model $\Omega^2 = \Omega$. It is defined by

\[ (Tu)(x_c, x^1) = u(x_c + \varepsilon x^1) \]  

(1)

and then by extension $T(u)(x^2, x^1) = u(x_c + \varepsilon x^1)$ for all $x^2 \in \Omega^2$, and each $\varepsilon \in 1, \ldots, N(\varepsilon)$. We consider $u^c$ the solution of a linear boundary value problem posed in $\Omega$, 

\[
\left\{
\begin{array}{l}
-\frac{d}{dx}(a^c(x)\frac{du^c(x)}{dx}) = f \text{ in } \Omega, \\
u^c = 0 \text{ on } \Gamma,
\end{array}
\right.
\]  

(2)

where the coefficient $a^c$ is $\varepsilon\Omega^1$-periodic. The weak formulation is obtained by multiplication of the differential equation by a test function $v$ vanishing on the boundary and application of the Green formula,

\[
\int_\Omega a^c(x) \frac{du^c}{dx} \frac{dv}{dx} \, dx = \int_\Omega f(x)v(x) \, dx.
\]  

(3)

We assume that for some functions $a^0(x^1)$ and $f^0(x^2)$,

\[ T(a^c) = a^0 \text{ and } T(f) = f^0(x^2) + O(\varepsilon).
\]  

(4)

The next proposition states the homogenized model and is the main result of the reference proof. For $\theta$ a solution to the microscopic problem

\[
\int_{\Omega^1} a^0 \left(1 + \frac{\partial}{\partial x^1}\right)^2 \, dx^1 = -\int_{\Omega^2} a^0 \frac{\partial w}{\partial x^1} \, dx^1
\]

for all $w \Omega^1$-periodic,

the homogenized coefficient and right-hand side are defined by

\[ a^H = \int_{\Omega^1} a^0 \left(1 + \frac{\partial}{\partial x^1}\right)^2 \, dx^1 \text{ and } f^H = \int_{\Omega^1} f^0 \, dx^1.
\]  

(5)

Proposition 1 The limit $u^0$ of $Tu^c$ is solution to the weak formulation

\[
\int_{\Omega^2} a^H \frac{du^0}{dx^2} \frac{dv}{dx^2} \, dx^2 = \int_{\Omega^2} f^H v^0 \, dx^2
\]

for all test function $v^0$ sufficiently regular on $\Omega^2$ and vanishing on its boundary.

3. Rewriting strategies

In this section we recall the rudiments of rewriting, namely, the definitions of terms over a signature, of substitution and of rewriting rules. We introduce a strategy language that will allow to express all the useful rewriting strategies.

3.1 Term, substitution and rewriting rule.

We start with an example of rewriting rule. We define a set of rewriting variables $\cal{X} = \{x, y\}$ and a set of function symbols $\Sigma = \{f, g, a, b, c\}$. A term is a combination of elements of $\cal{X} \cup \Sigma$, for instance $f(x)$, $f(a)$ or $g(g(a, x), f(y))$. We denoted by $\cal{T}(\Sigma, \cal{X})$ the set of all terms. The rewriting rule $f(x) \leadsto g(x)$ applied to a term $f(a)$ is a two-step operation. First, it consists in matching the left term $f(x)$ with the input term $f(a)$ by matching the two occurrences of the symbol of function $f$, and by matching the rewriting variable $x$ with the symbol of function $a$. Then, the result $g(a)$ of the rewriting operation is obtained by replacing the rewriting variable $x$ occurring in the right hand side $g(x)$ by the subterm $a$ that have been associated to $x$. In case where any substitution is possible, as in the application of $f(b) \rightarrow g(x)$ to $f(a)$, we say that the rewriting rule fails.

We denote by $\Sigma_n$ the subset of $\Sigma$ of the function symbols of arity $n$. For instance in the example $f$ and $g$ belong to $\Sigma_1$ while $a$ and $b$ belong to $\Sigma_0$. Two other common examples of terms are the expression $\text{Integral}(\Omega, f(x), x)$ and $\text{diff}(f(x), x)$ which represent the expressions $\int_\Omega f(x) \, dx$ and $\frac{df(x)}{dx}$. Notice that $\text{Integral} \in \Sigma_3$, $\text{diff} \in \Sigma_2$, $f \in \Sigma_1$ and $x, \Omega \in \Sigma_0$. For the sake of simplicity we often keep the symbolic mathematical notation to express the rewriting rules. In the following we see a term as an oriented, ranked and rooted tree as it is usual in symbolic computation. We recall that in a ranked tree the child order is important. For instance the tree associated to the term $\text{Integral}(\Omega, f(x), x)$ has $\text{Integral}$ as its root which has three children in the order $\Omega, f, x$ and $f$ has one child $x$.

A substitution is a function $\sigma : \cal{X} \rightarrow \cal{T}(\Sigma, \cal{X})$. The application of a substitution $\sigma$ to a term $t$, denoted by $\sigma(t)$, simultaneously replaces all occurrences of variables in $t$ by their $\sigma$-images.

A rewriting rule, is a pair $(l, r)$ where $l$ and $r$ are terms in $\cal{T}(\Sigma, \cal{X})$; it will also be denoted by $l \leadsto r$. We observe that for any two terms $s, t$, there exists at most one substitution $\sigma$ such that $\sigma(s) = t$. We mention that a rewriting rule stands for the rule application at the top position. It is more useful to be able to apply a rule at arbitrary position, and more generally to specify the way rules are applied. For this purpose we next present a strategy language that allows to build strategies out of basic constructors. To this end, we introduce strategy constructor symbols $::= \leadsto, \oplus, \mu, \text{etc}$ that do not belong to $\Sigma \cup \cal{X}$. Informally, the constructor $\leadsto$; $\oplus$; $\mu$ stands for the composition, $\oplus$; $\mu$ for the left choice, $\text{Some}$ for the application of a strategy to the immediate subterms of the input term, $\eta(x)$ for the fail as identity constructor, $\text{Child}(j, s)$ applies the strategy $s$ to the $j$th immediate subterm, $\mu$ is a fixed-point variable, and $\mu$ is the fixed-point or the iterator constructor, its purpose is to define recursive strategies. For example, the strategy $\mu X(s; X)$ stands for $s; s; \ldots$, that is, it is the iteration of the application of $s$ until a fixed-point is reached.

Definition 2 (Strategy) A strategy is inductively defined by the following grammar:

\[
s ::= l \leadsto r \mid s \mid s \oplus s \mid \eta(s) \mid \text{Some}(s) \mid \text{Child}(j, s) \mid X \mid \mu X.s
\]  

(7)

where $j \in \mathbb{N}$. The set of strategies defined from a set of rewriting rules in $\cal{T} \times \cal{T}$ is denoted by $\cal{S}_\cal{T}$.
Example 3 Out of the basic constructors of strategies given in Definition 2, we built up some useful strategies. The strategy TopDown(s) applies the strategy s to an input term t in a top down way starting from the root, it stops when it succeeds. That is, if the strategy s succeeds on some subterm t’ of t, then it is not applied to the proper subterms of t’. The strategy OuterMost(s) behaves exactly like TopDown(s) apart that if the strategy s succeeds on some subterm t’ of t, then it is also applied to the proper subterms of t’. The strategy BottomUp(s) (resp. InnerMost(s)) behaves like BottomUp(s) (resp. InnerMost(s)) but in the opposite direction, i.e. it traverses a term t starting from the leafs. The strategy Normalizer(s) iterates the application of s until a fixed-point is reached.

3.2 Conditional rewriting
Rewriting with conditional rules, also known as conditional rewriting, extends the basic rewriting with the notion of condition. A conditional rewrite rule is a triplet:

\[(l, r, c)\]

where \(c\) is a logical formula expressed in some logic. The set of strategies defined over rewriting rules \((l, r, c) \in T \times T \times T\) is denoted by \(S_{T,T,T}\).

4. A Symbolic Computation Framework for Model Derivation
In this section we propose a framework for the two-scale model proofs where the latter are formulated as rewriting strategies. We notice that the following framework allows for the complete representation of the data. It does not rely on external structures such as hash tables. To this end, we define the syntax of the mathematical expressions by means of a grammar \(\mathcal{G}\).

4.1 A Grammar for Mathematical Expressions
The grammar includes four rules to build terms for mathematical functions \(F\), regions \(R\), mathematical variables \(V\), and boundary conditions \(\mathcal{E}\). It involves \(\Sigma_{Reg}, \Sigma_{Var}, \Sigma_{Fun}, \Sigma_{Oper}\), and \(\Sigma_{Cons}\) which are sets of names of regions, functions, variables, operators, and constants so subsets of \(\Sigma_0\). Empty expressions in \(\Sigma_{Reg}\) and \(\Sigma_{Fun}\) are denoted by \(\perp_R\) and \(\perp_F\). The set of usual algebraic operations \(\Sigma_{Op} = \{\{+, -, \times, /\}\}\) is a subset of \(\Sigma_2\). The elements of \(\Sigma_{Type}\) = \{Unknown, Test, Known, \perp_{Type}\} \subset \Sigma_0, \perp_{Type}\) denoting the empty expressions, are to specify the nature of a function, namely an unknown function (as \(u^t\), \(u^0\), \(u^1\) in the proof), a test function (as \(v, v^0, v^1\) in a weak formulation or another known function (as \(a^t, f^t, a^0, f^0\) or \(n_{init}\)). The boundary conditions satisfied by a function are specified by the elements of \(\Sigma_{BC} = \{d, n, pd, apd, t\} \subset \Sigma_0\) to express that it satisfies Dirichlet, Neuman, periodic, anti-periodic or transmission conditions. The grammar also involves the symbols of functions Reg, Fun, IndexedFun, IndexedReg, IndexedVar, Oper, Var, and BC that define regions, mathematical functions, indexed functions or regions or variables, operators, mathematical variables and boundary conditions. The grammar reads as:

\[
F := \emptyset (F, F) \mid d \mid V \mid \text{Fun}(f, [V, \ldots, V], [e_1, \ldots, e_1], K) \mid \text{IndexedFun}(F, V) \mid \text{Oper}(A, [F, \ldots, F], [V, \ldots, V], [V, \ldots, V], [d, \ldots, d]) \mid \perp_F, R := \text{Reg}(\Omega, [d, \ldots, d], [\emptyset, \ldots, \emptyset], [G, \Omega, F]) \mid \text{IndexedReg}(F, V) \mid \perp_R, V := \text{Var}(x, \emptyset) \mid \text{IndexedVar}(V, V), C := BC(c, \emptyset, F),
\]

where the symbols \(\Omega, d, \emptyset, f, K, A, x\) and \(c\) hold for any function symbols in \(\Sigma_{Reg}, \Sigma_{Cons}, \Sigma_{Op}, \Sigma_{Fun}, \Sigma_{Type}, \Sigma_{Oper}, \Sigma_{Var}, \) and \(\Sigma_{BC}\). The arguments of a region term are its region name, the list of its space directions (e.g. [1,3] for a plane in the variables \((x_1, x_3)\), (the possibly empty) set of subregions, the boundary and the outward unit normal. Those of a function term are its function name, the list of the mathematical variables that range over its domain, its list of boundary conditions, and its nature. Those for an indexed region or variable or function term are its function or variable term and its index (which should be discrete). For an operator term these are its name, the list of its arguments, the list of mathematical variable terms that it depends on the variable \(x\) or \(u\) that it depends on the variable \(x\) or \(u\).

4.2 Short-cut Terms
For the sake of conciseness, we introduce shortcut terms that are constantly used in the end of the paper: \(\Omega \in T_\mathcal{X}(\Sigma, \emptyset), \emptyset \notin T_\mathcal{Y}(\Sigma, \emptyset)\) defined in \(\Omega, I \in T_\mathcal{X}(\Sigma, \emptyset)\) used for (discrete) indices, \(\emptyset \notin T_\mathcal{Y}(\Sigma, \emptyset)\) used as an index defined in \(I, u \in T_\mathcal{Y}(\Sigma, \emptyset)\) or \(u(\emptyset) \in T_\mathcal{Y}(\Sigma, \emptyset)\) to express that it depends on the variable \(\emptyset\) and \(u(\emptyset)\) the indexed-term of the function \(u\) indexed by \(\emptyset\). Similar definitions can be given for the other notations used in the proof as \(\Omega^t, z^t, \Omega^1, z^1, \Omega^t, z^t, v(x^t, z^t)\) etc.

Example 4 For instance, \(\Omega = \text{Reg}(\Omega, \emptyset, 2, \Omega, n), where \Gamma = \text{Reg}(\Gamma, \emptyset, 2, \perp_R, \Omega, 2, \emptyset) = \text{Fun}(n, [z^t], \emptyset, \emptyset)\),
Formulation of the Symbolic Framework for Model Derivation

Now we are ready to define the framework for two-scale model derivation by rewriting. To do so, the rewriting rules are restricted to left and right terms \((l, r) \in T_2(\Sigma, X) \times T_2(\Sigma, X)\). Their conditions \(\phi\) are formulas generated by a grammar, not explicit here, combining terms in \(T_2(\Sigma, X)\) with the usual logical operators in \(\Lambda = \{\lor, \land, \neg, \in\}\). It also involves operations with the dependency analyzer \(\Theta\). The set of terms generated by this grammar is denoted by \(T_2(\Sigma, X, \phi, \Theta, \Lambda)\).

A model derivation is divided into several intermediary lemmas. Each of them is intended to produce a new property that can be expressed as one or few rewriting rules to be applied in another part of the derivation. Since systematic creation of rules is not allowed, a strategy is covering one lemma only and is operating with a fixed set of rewriting rules. The conversion of a result of a strategy to a new set of rewriting rules is done by an elementary external operation that is not a limitation for generalizations of proofs. The following definition summarizes the framework of symbolic computation developed in this paper.

**Definition 7** The components of the quintuplet \(\Xi = (\Sigma, X, E, G, \Theta)\) provide a framework for symbolic computation to derive multi-scale models. A two-scale model derivation is expressed as a strategy \(\Xi \in \mathcal{S}_{T_2(\Sigma, X), T_2(\Sigma, X, \phi, \Theta, \Lambda)}\) which is applicable to an initial expression \(\Psi \in T(\Sigma, \emptyset)\).

In the end of this section we argue that this framework is in the same time relatively simple, it covers the reference model derivation and it allows for the extensions presented in the next section.

The grammar of terms is designed to cover all mathematical expressions occurring in the proof of the reference model.
as well as of their generalizations. A term produced by the grammar includes locally all useful information. This avoids the use of external tables and facilitates design of rewriting rules, in particular to take into account the context of subterms to be transformed. It allows also for local definitions, for instance a same name of variable $x$ can be used in different parts of a same term with different meanings, which is useful for instance in integrals.

Each step in the proof consists in replacing parts of an expression according to a known mathematical property. This is well done, possibly recursively, using rewriting rules together with strategies allowing for precise localization.

### 5. Transformation of Strategies as Second Order Strategies

For a given rewriting strategy representing a model proof, one would like to transform it to obtain a derivation of more complex models. Transforming a strategy $\pi \in S_{T(\Sigma,X)}$ is achieved by applying strategies to the strategy $\pi$ itself. For this purpose, we consider two levels of strategies: the first order ones $S_{T(\Sigma,X)}$ as defined in Definition 2, and the second order strategies in such a way that second order strategies can be applied to first order ones. That is, the second order strategies are considered as terms in a set $T(\Sigma,X) \rightarrow T(\Sigma,X)$ of terms where $\Sigma$ stands for the set of second order function symbols and $X$ stands for the set second order rewriting variables. We notice that the (first order) rule $l \leadsto r$ can be viewed as the term $\leadsto (l,r)$ with the symbol $\leadsto$ at the root, and the (first order) strategy $\mu X. s$ viewed as the term $\mu(X,s)$. The set of second order strategies will be denoted by $S_{\overline{\Pi}T(\Sigma,X)}$, it is built up out of the second order strategy constructors: $\vdash \ldots \vdash$, Some, Child, $\eta$.

The behavior of the strategies in $S_{\overline{\Pi}T(\Sigma,X)}$ is similar to the one of first order strategies. In addition, we assume that second order strategies transform first order strategies, to which they are applied, into first order strategies. In the following example, based on a mathematical property of $T$ stated in [13], we illustrate the extension of an elementary strategy which is a rewriting rule.

#### Example 8

For the set $X = \{i,j,x,x^2,x^3, u, v, \varepsilon\}$ we define $s_1$, $s_2$, $s_3$, and $s_{23}$ four rewriting rules:

$$s_1 := T(\frac{\partial u}{\partial x},x)(x^2,x^3) \rightarrow \frac{1}{\varepsilon} \frac{\partial T(u)(x^2,x^3)}{\partial x^2},$$

for $x \in \Omega$ and $(x^2,x^3) \in \Omega^2 \times \Omega^1$, 

$$s_2 := T(\frac{\partial u}{\partial x},x)(x^2,x^3) \rightarrow \frac{1}{\varepsilon} \frac{\partial T(u)(x^2,x^3)}{\partial x^2},$$

for $x \in \Omega$ and $(x^2,x^3) \in \Omega^2 \times \Omega^1$, 

$$s_3 := T(\frac{\partial u}{\partial x},x)(x^2,x^3) \rightarrow \frac{1}{\varepsilon} \frac{\partial T(u)(x^2,x^3)}{\partial x^2},$$

for $x \in \Omega$ and $(x^2,x^3) \in \Omega^2 \times \Omega^1$, 

$$s_{23} := T(\frac{\partial u}{\partial x},x)(x^2,x^3) \rightarrow \frac{1}{\varepsilon} \frac{\partial T(u)(x^2,x^3)}{\partial x^2},$$

for $x \in \Omega$ and $(x^2,x^3) \in \Omega^2 \times \Omega^1$.

The rule $s_1$ is encountered in the reference proof, $s_2$ is a (trivial) generalization of $s_1$ in the sense that it applies to

multi-dimensional regions $\Omega^i_j$ referenced by a set of variables $(x^i_j)$, and $s_3$ is a second (trivial) generalization of $s_1$ on the number of sub-regions $(\Omega^1_j), (\Omega^2_j), \text{ and } (\Omega^3_j)$ in $\Omega, \Omega^2, \Omega^3$. The rule $s_{23}$ is a generalization combining the two previous generalizations. First, we aim at transforming the strategy $s_1$ into the strategy $s_2$ or the strategy $s_3$. To this end, we introduce two second order strategies with $X = \{x, \varepsilon\}$ and $\Sigma = \{i, j, \Omega, \Omega^2, \Omega^3\}$.

Partial, IndexedFun, IndexedVar, IndexedReg},

$$\Pi_1 := \text{OuterMost}(\frac{\partial v}{\partial z} \rightarrow \frac{\partial v}{\partial z}),$$

$$\Pi_2 := \text{OuterMost}(\Omega \rightarrow \Omega_j); \text{OuterMost}(\Omega^2 \rightarrow \Omega^2_j); \text{OuterMost}(\Omega^3 \rightarrow \Omega^3_j).$$

Notice that $\Pi_1$ (resp. $\Pi_2$) applies the rule $\frac{\partial v}{\partial z} \rightarrow \frac{\partial v}{\partial z}$ (resp. $\Omega \rightarrow \Omega_j, \Omega^2 \rightarrow \Omega^2_j,$ and $\Omega^3 \rightarrow \Omega^3_j$) at all of the positions for the input first order strategy so that

$$\Pi_1(s_1) = s_2 \text{ and } \Pi_2(s_1) = s_3.$$  

Once $\Pi_1$ and $\Pi_2$ have been defined, they can be composed to produce $s_{23}$:

$$\Pi_2(\Pi_1(s_1)) = s_{23} \text{ or } \Pi_1(\Pi_2(s_1)) = s_{23}.$$  

### 6. Implementation and Experiments

The framework presented in Section 4.4 has been implemented in Maple™. The derivation of the reference model has been implemented using the language Symtrans of strategies presented in [2]. It starts from an input term which is the weak formulation (3) of the physical problem,

$$\int \frac{\partial u}{\partial x} \frac{\partial v}{\partial x} \, dx = \int f \, dx,$$

where $a = \text{Fun}(u, [\Omega], [\Omega^2], [\Omega^3], \text{Dirichlet}, \text{Unknown}), v = \text{Fun}(u, [\Omega], [\Omega^2], \text{Dirichlet}, \text{Dirichlet}, \text{Test}), \Omega = \text{Reg}([\Gamma], \emptyset, \Gamma_{\Omega}, \Gamma, \emptyset, \emptyset, \emptyset, \emptyset), \text{ Dirichlet} = \{\text{Dirichlet}, \emptyset, \emptyset\}$ and where the short-cuts of the operators are those of Section 4.2. The proof is divided into strategies corresponding to blocks of the proof, each ending by some results transformed into rewriting rules used in the following blocks. The rewriting rules used in the strategies are FO-rules and can be classified into the three categories.

- **Usual mathematical rules:** that represents the properties of the derivation and integration operators, such as the linearity, the chain rule, the Green rule, etc.
- **Specialized rules:** for the properties of the two-scale calculus.
- **Auxiliary tools:** for transformations of expressions format that are not related to operator properties such as the rule which transforms $\psi = \varphi + \psi = \varphi = 0$.

\[ \text{Notice the difference with TopDown} \] which could not apply these rules at any position.
Table 1 summarizes the number of first order (FO) rules, used in the reference model, by categories. The reference model has been extended to cover three different kinds of configurations. To proceed to an extension, the new model derivation is established in a form that is as close as possible of the reference proof. The grammar and the dependency analyzer should be completed. Then, the initial data is determined, and second order (SO) strategies yielding the generalized model derivation are found and optimized. As it has been already mentioned, $\mathcal{S}$ and $\Theta$ have already been designed to cover the three extensions. The first generalization is to cover multi-dimensional regions, i.e. $\Omega \subset \mathbb{R}^n$ with $n \geq 1$. When $n = 2$, the initial term is

$$\sum_{i=1}^{n} \sum_{j=1}^{n} \int \sum_{i=1}^{n} \frac{\partial u}{\partial \varepsilon_i} \frac{\partial v}{\partial \varepsilon_j} \, dx = \int \sum_{i=1}^{n} \frac{\partial u}{\partial \varepsilon_i} \frac{\partial v}{\partial \varepsilon_j} \, dx,$$

where $\Omega = \text{Reg}(\Omega, [1, 2], \emptyset, \Gamma, n_{\Omega})$, $a_{ij} = \text{Indexed}(\text{Indexed}(a_i, \gamma_j), \varepsilon)$, $\varepsilon = \text{Var}(i, \gamma)$, $\gamma = \text{Reg}(\gamma, [1, 2], \emptyset, \emptyset, \emptyset, \emptyset)$ and the choice of the test function is trivially deduced. Then, the model derivation is very similar to this of the reference model, see [11], so much so it is obtained simply by applying the SO strategy $\Pi_1$ defined in Example 8.

The second generalization transforms the reference model into a model with several adjacent one-dimensional regions (or intervals) $(\Omega_k)_{k=1}^{m}$ so that $\Omega$ is still an interval i.e. $\Omega \subset \mathbb{R}$. For $n = 2$, the initial term is the same as (8) but with $\Omega = \text{Reg}(\Omega, [1, 1], \emptyset, \emptyset, n_{\Omega}), \Omega_1 = \text{Reg}(\Omega, [1, 2], \emptyset, \emptyset, n_{\Omega}), \Omega_2 = \text{Reg}(\Omega, [2, 1], \emptyset, \emptyset, n_{\Omega})$. The two-scale geometries, all variables, all kind of functions and also the two-scale operators are defined subregion by subregion. All definitions and properties apply for each subregion, and the proof steps are the same after splitting the integrals over the complete region $\Omega$ into integrals over the subregions. The only major change is in the fourth step where the equality $u_{1,1}^{(1)} = u_{2,1}^{(1)}$ at the interface between $\Omega_1$ and $\Omega_2$ which is encoded as transmission conditions in the boundary conditions of $u_{1,1}^{(1)}$ and $u_{2,1}^{(1)}$.

The third extension transforms the multi-dimensional model obtained from the first generalization to a model related to thin cylindrical regions, in the sense that the dimension of $\Omega$ is in the order of $\varepsilon$ in some directions $i \in I^2$ and of the order 1 in the others $i \in I^1$ e.g. $\Omega = (0, 1) \times (0, \varepsilon)$ where $I^2 = \{2\}$ and $I^1 = \{1\}$. The boundary $\Gamma$ is split in two parts, the lateral part $\Gamma_{s\ell}$ and the other parts $\Gamma_{o\ell}$ where the Dirichlet boundary conditions are replaced by homogeneous Neuman boundary conditions i.e. $\frac{\partial u}{\partial n} = 0$.

In this case special the integrals of the initial term are over a region which size is of the order of $\varepsilon$ so it is required to multiply each side of the equality by the factor $1/\varepsilon$ to work with expressions of the order of 1. Moreover, the macroscopic region differs from $\Omega$, it is equal to $\Omega^H = (0, 1)$ when the microscopic region remains unchanged. With these main changes in the definitions and the preliminary properties, the proof steps may be kept unchanged.

The mathematical formulation of the second and third extensions has been derived. This allows for the determination of the necessary SO-strategies, but they have not been implemented nor tested. To summarize the results about the principle of extension of strategies, we show its benefit through some statistics. In particular the main concerned is the reusability and the extensibility of existing strategies.

Table 1: The number of first order rules used in the reference model.

<table>
<thead>
<tr>
<th></th>
<th>Usual Rules</th>
<th>Special Rules</th>
<th>Aux. Tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skeleton</td>
<td>53</td>
<td>14</td>
<td>28</td>
</tr>
</tbody>
</table>

Table 2: The number of first order rules used in the three extensions.

<table>
<thead>
<tr>
<th></th>
<th>Usual Rules</th>
<th>Special Rules</th>
<th>Aux. Tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-Dim</td>
<td>6</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Thin-Reg</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Multi-Reg</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3: The number of second order strategies used in the extension of proofs.

<table>
<thead>
<tr>
<th></th>
<th>Usual Rules</th>
<th>Special Rules</th>
<th>Aux. Tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-Dim</td>
<td>9</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Thin-Reg</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Multi-Reg</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

7. Connection to FEM Software through an Example

In [11], a model of the mechanical behavior of elastic periodic cantilever arrays was established and studied in [9], [10], [7]. Its derivation follows the same steps as in the reference proof but in addition, it takes into account several features: multi-dimensional regions, thin regions, vector valued solutions, asymptotic scaling of the solution and strongly heterogeneous coefficients. So, it can be derived by composing those elementary extensions. Its complete composition have not yet been build in MEMSALab, so here we only present its transfer into a finite element
Table 4: The ratio of modified FO-rules and FO-strategies.

<table>
<thead>
<tr>
<th>Input model</th>
<th>Resulting mod.</th>
<th>% FO-rules</th>
<th>% FO-strateg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>Multi-Dim.</td>
<td>16.6%</td>
<td>5%</td>
</tr>
<tr>
<td>Multi-Dim.</td>
<td>Thin</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Thin</td>
<td>Multi-Reg.</td>
<td>2.5%</td>
<td></td>
</tr>
</tbody>
</table>

software in a manner that will be generalized in the future. We adopt the formulation of Section 2 in [7], that is posed in a rectangle \((x_1^2, x_1^3) \in (0, L_B^2) \times (0, L_C^2)\) where the parameters \(L_B\) and \(L_C\) represent respectively the base length in the macroscale direction \(x_1^2\) and the cantilever scaled length in the microscale variable \(x_1^3\). For simplicity, we denote the coordinates \(x_1^2\) and \(x_1^3\) by \(x\) and \(y\). The base is modeled by the line \(x \in (0, L_B^2)\) located at \(y = 0\). At each \(x\) corresponds a clamped cantilever oriented in the direction \(y \in (0, L_C^2)\). Only the bending displacement is considered in the system motion. The base is governed by an Euler-Bernoulli beam equation with two kinds of distributed forces. One is exerted by the attached cantilevers and the other is an external force denoted by \(f_B\). The bending displacement, the bending coefficient and the width being denoted by \(w_B\), \(R^B\) and \(\ell_C\), the base governing equation states as

\[
R^B \partial_x^4 w + \ell_C R^C \partial_y^4 w_C = f_B. \tag{9}
\]

The base is assumed to be clamped, i.e. with boundary conditions,

\[
w_B = \partial_x w_B = 0 \tag{10}
\]

at both ends. The motion of the cantilevers is governed by an infinite number of Euler-Bernoulli equations distributed along the \(x\)-direction,

\[
R^C \partial_y^4 w_C = f_C \tag{11}
\]

where \(w_C\), \(f_C\) and \(R^C\) represent the bending displacement, the distributed force and the bending coefficient. The cantilevers are clamped in their base and free at their other end, so the boundary conditions are

\[
\begin{cases}
  w_C = w_B \text{ and } \partial_y w_C = 0 & \text{at } y = 0 \\
  \partial_y^2 w_C = \partial_y^3 w_C = 0 & \text{at } y = L_C^2.
\end{cases} \tag{12}
\]

In total, the model is governed by (9-12). In the following, we describe its implementation, for \(N\) cantilevers, in a FEM software package using a two-dimensional geometry, see Figure 1. To do so, the fields \(w_B\) and \(w_C\) are taken independent of \(y\) and \(x\) respectively; and the problem (11, 12) is solved for the \(N\) cantilevers. The contribution \(\partial_y^4 w_C\) in the base equation is therefore added as an internal term. The implementation is described for a software package as COMSOL\textsuperscript{TM} which is based on a mixed finite element method with lagrangians on the form

\[
L(u, \mu) = \frac{1}{2} a(u, u) - l(u) + b(u, \mu).
\]

We refer to [3] for a presentation of this method built with two bilinear forms \(a(u, u), b(u, \mu)\) and a linear form \(l(u)\) defined for \(u \in U\) and \(\mu \in M\) where \(U\) and \(M\) are two functional spaces. Here, they are restricted to the form necessary for the above model posed on a bidimensional domain \(\Omega\) with boundary \(\Gamma\),

\[
a(u, u) = \int_{\Omega} L \partial_x u \, dx, \quad l(u) = \int_{\Gamma} F \cdot u \, dx
\]

and \(b(u, \mu) = \int_{\Omega} R_{xu} \mu \, dx + \int_{\Gamma} R_{\Gamma} \mu_{\Gamma} \, dx \tag{13}
\]

but for broad possible choices of vector valued functionals \(L(\partial_y u, u), R_{xu}(\partial_y u, u), R_{\Gamma}(\partial_y u, u)\) and right-hand sides \(F(\partial_y u, u)\). The functions \(\mu_{\Omega}, \mu_{\Gamma}\) are lagrange multipliers associated to the constraints. The associated equations are

\[
- \text{div}(L(u)) + (\partial_u R_{xu}(u))^2(\mu) = F \text{ in } \Omega
\]

and \(L(u) \cdot n = 0 \text{ or } R_{\Gamma}(\partial_y u, u) = 0 \text{ on } \Gamma \tag{14}
\]

where \(n\) is the outward unit normal to \(\Gamma\).

![Fig. 1: Geometry of an array of cantilevers](image1)

![Fig. 2: Simulation results for an array of cantilevers](image2)

Here, the domain \(\Omega\) is split into three pieces \(\Omega_B \cup \Omega_{BC} \cup \Omega_C\), see Figure 1. The fourth order equations (9, 11) cannot be directly written in the above framework. They are implemented as a system of first order equations

\[
\partial_x w_B = m_1, \quad \partial_x m_1 = m_2, \quad \partial_x m_2 = m_3,
\]

and \(\partial_x m_3 + \ell_C R^C m_3 = f_B \text{ in } \Omega_B \cup \Omega_{BC},
\]

\[
\partial_y w_C = n_1, \quad \partial_y n_1 = n_2, \quad \partial_y n_2 = n_3, \quad \partial_y n_3 = f_C \text{ in } \Omega_C,
\]

and \(\partial_y n_3 = 0 \text{ in } \Omega_{BC}\).
The fields \( w_B, w_C \) are defined in \( \Omega \), \( m_1, m_2, m_3 \) are defined in \( \Omega_B \cup \Omega_{BC} \), \( n_1, n_2 \) are defined in \( \Omega_C \). The corresponding equations are \( L = 0 \) in all parts and for all fields. Posing \( \Gamma_B = \{(x, y) \in \Omega \mid x \in [0, L_B) \times (0, L_C'), \Gamma_{BC} = \{(x, y) \in \Omega \mid y = 0\}, \Gamma_C = \{(x, y) \in \Omega_C \mid y = L_C'\} \), and removing the indices \( \Omega \) and \( \Gamma \) of \( R \) since there is no ambiguity, the related equations are

\[
F_{w_B, w_C} = \left( \frac{\partial_x w_B - m_1}{w_C} \right), \quad R_{w_B} = \frac{\partial_y w_B}{\in \Omega_B \cup \Omega_{BC}}.
\]

\[
F_{w_B, w_C} = \left( \frac{\partial_y w_B}{\partial w_C - n_1} \right), \quad R_{w_C} = \partial_x w_C \in \Omega_C.
\]

\[
R_{w_B} = w_B \text{ at } \Gamma_B, \quad R_{w_C} = w_C \text{ at } \Gamma_B.
\]

\[
F_{m_1, m_2, m_3} = \left( \frac{\partial_x m_1 - m_2}{\partial_x m_2 - m_3} \right), \quad \partial_x m_3 + f_{BC} \in \Omega_B \cup \Omega_{BC}.
\]

\[
R_{m_1} = m_1 \text{ at } \Gamma_B.
\]

\[
F_{n_1, n_2} = \left( \frac{\partial_y n_1 - n_2}{\partial_y n_2 - n_3} \right), \quad R_{n_1, n_2} = \left( \frac{\partial_x n_1}{\partial_x n_2} \right) \text{ in } \Omega_C.
\]

\[
R_{n_1} = n_1 \text{ at } \Gamma_{BC}, \quad R_{n_2} = n_2 \text{ at } \Gamma_C.
\]

\[
F_{n_3} = \partial_y n_3 - f_C, \quad R_{n_3} = \partial_x n_3 \text{ in } \Omega_C, \quad R_{n_3} = n_3 \text{ on } \Gamma_C.
\]

\[
F_{n_3} = \partial_y n_3, \quad R_{n_3} = \partial_x n_3 \text{ in } \Omega_{BC}.
\]

Figure 2 illustrates this implementation for forces applied to lines closed to the cantilever ends. It is noticed that this model simulation dramatically reduces computation time and memory use compared to direct three-dimensional simulations.
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