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Abstract
Actuation, sensoring and control in arrays of MEMS re-

quire spatially distributed periodic electronic circuits. For
very large sized arrays, say1000×1000 MEMS or cells, on
the same chip, simulation requirements for electronics are
far away from standard algorithm capabilities. One of the
authors has shown in a theoretical paper [2], that a homog-
enization modeling method, previously developed for com-
posite materials, can be extended to arrays of electronic cir-
cuits, at least in the linear static case.

When it is applied to a set of periodic network equa-
tions, the simplified resulting model turns to be a system of
few partial differential equations. Its properties are inher-
ited on the one hand from the periodic cell composition,
and on the other hand from electric conditions imposed
at the boundaries. Its numerical solution, a vector of few
mean voltages, is weakly dependent of the array size. Ac-
tual voltages, at all nodes of the whole periodic circuit, are
computed through a fast post-processing procedure. We
present the implementation of the model.

1. Introduction
A tremendous progress in collective micro–fabrication

processes has made possible the massive integration of Mi-
cro Electro Mechanical Systems (MEMS) on a single sub-
strate. At present, there is a need to developp an efficient
tool in terms of CPU time to simulate a very large array.
This paper focuses on the simulation of spatially periodic
circuits. The periodic unit cell is limited to linear and static
components but its number can be very large. The theory
presented here allows one to simulate an array of electronic
circuits which are far away from the possibility of a regular
circuit simulator like Spice. Our approch is based on the
so–called two scale transform [2].

This paper presents a method that reformulates the elec-
trical network equations in terms of partial differential
equations (PDE). The numerical resolution of this PDE is
straighforward and independent of the number of cells. So-
ving PDE and postprocessing its solution leads to an ap-
proximation of all voltages and currents. Theoretically,
more the number of cells is large, more the model is ac-
curate. The method is illustrated on a basic circuit to allow
hand calculations, which are mostly matrix multiplications.
Nevertheless, if the reader really wants to try the example,
the authors strongly advise him to use rather a computer
algebra software.

2. Linear Static Periodic Circuits
We consider the class of periodic circuits ind space

dimensions. An example of such circuit in two space di-
mensions is shown in Fig. 1. The circuit cell is detailled
on Fig .2. Voltage or current sources, whose value may
be zero, can be placed on the boundary to realize specific

boundary conditions. We assume that the number of cells
is large in all thed directions. Mathematically, it is easier
to formalize the problem by considering that the whole cir-
cuit occupies a unit squareΩ = (0, 1)

d and that the period
lengths, in all directions, are equal to an identical small pa-
rameterε (Fig. 1).
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Fig. 1: Circuit example.

We limit ourselves to the study of circuits whose cell
is linear and static. Precisely, the components of a cell are
limited to the Spice elementsR, V, I, E, F, G, H. All ports
of any multiport componentsE, F, G, H must belong to a
same cell. The expanded cell is arbitrarily defined in a unit
cell Y = (−1/2,+1/2)

d (see Fig. 2). We map any dis-
crete noden onto the continuous coordinate(y1, . . . , yd).
The vectory(n) ∈ R

d is the coordinate vector of a node
n. For example, the coordinates of the nodes in Fig. 2
arey (1, . . . , 6), In particular, the coordinates of the node
n = 3 is the vector(1/2, 0)

T .

y (1, . . . , 6)

=

(
−1/2 0 1/2 0 0 1/4

0 0 0 1/2 −1/2 −1/4

)

The maps of voltages and currents from the whole cir-
cuit (global network) to the cell circuit (local network) are
defined as follows. First, we denote by
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Fig. 2: Expanded cell of the circuit.

E = the branch set of the whole circuit,
N = the node set of the whole circuit,
E = the branch set of the cell circuit,
N = the node set of the cell circuit,

and we define three indices

• The global indexI references all the branches of the
whole circuit.

• The multi-integerµ = (µ1, .., µd) ∈ {1, ..,m}d enu-
merates all the cellsY ε

µ in the circuitΩ.

• The local indexj ∈ {1, ..|E|} enumerates all the
branches of the unit cellY .

Each branch voltage or current can then be referenced by
the indexI or the couple(µ, j). This is a one–to–one
correspondence denoted byI ∼ (µ, j). Using this cor-
respondence, for each vectoru ∈ R

|E| one may define a
unique tensorUµj with (µ, j) ∈ {1, ..,m}d × {1, .., |E|}
byUµj = uI for (µ, j) ∼ I.

3. Circuit Equations
The electrical state of a circuit can be charaterized [1]

by the vectors(ϕ,v, i) where,

ϕ ∈ R
|N | = the nodal voltages (or electric potentials),

v ∈ R
|E| = the branch voltages,

i ∈ R
|E| = the branch currents.

We can formulate the circuit equations under the form
(1–4) whereus ∈ R

|E| represents voltage and current
sources merged in single vector completed by some zeros.
Eq. (1) is the Kirchhoff’s Voltage Law. Eq. (2) represents
the constitutive equations and Eqs. (3, 4) correspond to the
Tellegen theorem,

v = ATϕ, (1)

Ri + Mv = us, (2)

i
Tw = 0, (3)

for all w = ATψ with ψ ∈ Ψ. (4)

Here Ψ is the set of admissible potentials for the circuit
problem, that is to say:

Ψ =
{
ψ ∈ R

|N | such thatψI = 0 (5)

for all ground nodesnI} .

Since the matricesM ∈ R
|E| × R

|E|,R ∈ R
|E| × R

|E| and
the vectorus ∈ R

|E| are exclusively deduced from the
branch equations of the circuit, they can be expressed in
terms of two reduced matricesM ∈ R

|E| × R
|E| and

R ∈ R
|E| × R

|E| and a reduced vectorus ∈ R
|E|. The

reduced matrices and vector are simply derived from the
constitutive equations of the unit cell, which are in the ex-
ample,

−v1 + ri1 = 0,

−v2 + ri2 = 0,

−v3 + ri3 = 0,

−v4 + ri4 = 0,

i5 = is.

The transposeAT ∈ R
|E| × R

|N | of the incidence matrix
can also be expressed in terms of a reduced matrix noted
by AT (with a little abuse of notation). Notice that we
cannot find a reduced matrix for the incidence matrix it-
self. We introduce the local (complete) incidence matrix
A ∈ R

|N | × R
|E|,

Aij =






+1 if branchj leaves nodei,
−1 if branchj enters nodei,
0 if branchj does not touch nodei.

The solution of the simplified model introduced in this pa-
per realizes an approximation of the solution of (1–4) for
small values ofε (ε << 1). It is derived as a limit of the
latter when the cells lengthε diminishes towards zero.

4. Direct Two–scale TransformTE

The general idea of the two–scale transform rests on
gathering the voltages (or currents) denoted byû of a same
branchj of all cells. Indeed, the voltages (or currents) are
defined by a function̂uj(x), which depends on the param-
eterε and whose limit whenε→ 0 will be calculated.

Let us first denote byχY ε
µ
(x) the characteristic function

of the cellY ε
µ equal to1 whenx ∈ Y ε

µ and0 otherwise.
As an exemple, the characteristic functionχY ε

32
of the cell

µ = (3, 2) is represented in Fig. 3.
The two–scale transform̂u of the vectoru ∈ R

|E|

belong to the setP0(Ω)|E| of vectorsY ε
µ –piecewise con-

stant of functions defined by (6) whereUµj = uI with
(µ, j) ∼ I,

ûj(x) =
∑

µ∈{1,..,m}d

χY ε
µ
(x)Uµj . (6)

For example,̂vj(x) is the voltageVµj of the branch re-
ferred by the local indexj of the cellµ whenx belongs.
By construction, the functionx 7→ v̂j(x) is constant on all
cells. Figure 4 illustrates this concept by representing the
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Fig. 4: One component̂v2(x) of a two–scale transform.

componentŝv2(x). It indicates that the voltagêv2(x) of
the branch j=2 (cf. Fig. 2) of the cell(µ1, µ2) = (1, 4) is
equal to 2V.

The two–scale transformTE of u is the linear mapu 7→
û from R

|E| to P(Ω)|E| ⊂ L2(Ω)|E|. The model is derived
from the limit whenε → 0 of all vectors involved in the
circuit equations. The actual circuit voltages and currents
are finally computed by inverting the two–scale transform
with the physical value ofε. Next Section is devoted the
construction ofT−1

E .

5. Inverse Two–scale TransformT−1

E

The calculation of the inverse two–scale transformT−1

E
is done by computing the adjointT ∗

E and then proving two
identities properties beetween these transforms.

Let us recall that the norm of a vector in a general vec-
tor space is a generalization of the idea of the length of a
vector. The inner product has been defined in the hope of
extending the concept of angles between vectors. The inner
product and the norm inR|E| andL2(Ω)|E| are denoted in
the following table,

u,v ∈ R
|E| u, v ∈ L2(Ω)|E|

Inner product [u,v] (u, v)

Norm |v| = [v,v]1/2 ||u|| = (u, u)1/2

and defined by

[u,v] = εd
u

T .v, (7)

(u, v) =

|E|∑

j=1

∫

Ω

uj(x)vj(x)dx. (8)

For all u ∈ L2(Ω)|E| andv∈ R
|E|, the adjointT ∗

Eu is de-
fined through the equality

[T ∗
Eu, v] = (u, TEv) . (9)

The calculation ofT ∗
E from (9) is given in Appendix and

leads to

(T ∗
Eu)I = ε−d

∫

Y ε
µ

uj(x)dx. (10)

Moreover, Appendix proves thatT ∗
ETE = IE on R

|E| and
TET

∗
E = IE on P

0(Ω)|E|. AsTE is one–to–one fromR|E|

to P
0(Ω)|E|, these two identities show thatT ∗

E is its inverse

T−1

E = T ∗
E . (11)

6. Behavior of “Spread” Analog Circuits
A circuit spread out over a large region may have some

pathes linking oposite sides. In view of deriving a par-
tial differential equation for the electric potential, we as-
sume that voltages are increments of the orderε along such
pathes. Flowing currents result of numerous (1/ε) additive
sources coming from crossed cell contributions. Since they
may converge whenε vanishes the crossing current must
be of magnitude1, and sources of the order ofε.

A branch which does not belongs to any crossing path
is necessarily part of a path to the ground, so its voltage
magnitude is1. We choose its magnitude current be of the
orderε as it may be a crossing path source. This assump-
tion is not restrictive since we can choose an appropriate
scaling law for its component.

The periodicity of the circuit implies that each noden
located on the boundary of the cell has its counterpartn′

on the opposite side. We assume that each such couple is
linked by at least a crossing path. We introduce the set
EC ⊂ E constituted of all the branches of at least one
path linking each couple(n, n′). Of course, a link between
(n, n′) which includes a ground node is not considered as a
path. The complementary setE − EC is denoted byENC

(non-crossing pathes). In the case where many crossing
pathes are linkingn andn′, the designer is free to decide
which are included inEC and which are not, with regard to
the above discussion about current and voltage magnitudes.

The subsetEC is partitioned in itsnc connected com-
ponentsEC = ∪nc

p=1
ECp. In the following, the main result

on the circuit equations will be derived for the connected
components ofEC and not forEC itself.

7. Cell Equations (Problem Micro )
The model formulation is decomposed in four parts.

Theorem 1, formulates the linear relation between mean
electric potentialsϕ0

C along crossing pathes and the other
fields as branch currents and voltages. This relation is



strictly local in each cell. In the next Section, the linear
relation is simply rewritten introducing linear operators.
They are used in Theorem 2 for coefficients of the boundary
value problem onϕ0

C . Finally, actual voltages and currents
are computed thanks to the inverse two-scale transform.

The previous assumptions about voltage and current
magnitudes is formulated using the scaling matricesSv, Sc

andSs applied to the two-scale transforms,

î
ε = Sĉi, (12)

v̂
ε = Svv̂, (13)

û
ε
s = Ssûs. (14)

with the|E| × |E| scaling matrices defined as

Sv = ε−1IEC
+ IENC

, (15)

Sc = IEC
+ ε−1IENC

, (16)

Ss = ΠcSc + ΠvSv. (17)

Here the|E| × |E| matricesIEC
andIENC

are the vector
sub–spacesR|E| generated by non vanishing values onEC

andENC .

(IEC
)jk =

{
δjk if ej ∈ EC ,
0 otherwise, (18)

(IENC
)jk =

{
δjk if ej ∈ ENC ,
0 otherwise. (19)

Moreover, each branch equation in (2) is homogeneous to a
current or to a voltage, this leads to a partition ofE into two
subsets. The|E| × |E| matricesΠc andΠv (for currents
and voltages respectively) are defined as the projectors on
these two subsets.

The reduced matricesM andR of M andR are scaled
in a consistent manner,

Mε = SsMS−1

v , (20)

Rε = SsRS
−1

c . (21)

The scaled reduced matricesMε andRε are assumed to
converge towards some limitM0 andR0 whenε → 0. If
the norms||̂iε||, ||v̂ε||, ||ϕ̂ε|| and||ûε

s|| are bounded then
(̂iε, v̂ε, ϕ̂ε, ûε

s) is weakly converging whenε → 0 towards
a limit (i0, v0, ϕ0, u0

s) in L2(Ω) [3].
The vector of electric potentialϕ0(x) is a constant

ϕ0

Cp(x) in each connected component of cell crossing
pathes. So, we split it according toϕ0 = I0ϕ0

C + ϕ0

NC ,
I0 being defined at (31), andϕ0

NC(x) being the electric
potentials at nodes not in crossing pathes. The sums holds
on all connected components. In the model we refer to the
vectorϕ0

C = (ϕ0

Cp)p=1,..,nc
. Electric potential variations

within connected components of crossing pathes are recov-
ered thanks to the correctorϕ1

C which yields the corrected
electric potential field

ϕC = ϕ0 + εϕ1

C . (22)

Theorem 1 [2]
For givenϕ0

C ∈ ΨH , ΨH defined in (43), andu0
s ∈

L2(Ω)|E| there existϕ1

C ∈ L2(Ω; R
|N |
per) such thatϕ0

NC ∈

L2(Ω; R|N |), i0 ∈ L2(Ω)|E| andv0 ∈ L2(Ω)|E| are solu-
tion algebraic cell circuit equations at eachx ∈ Ω,

v = IEC
A

T
ϕ

1

C + IENC
A

T
ϕ

0

NC , (23)

R
0
i
0 +M

0
v = u

0

s −M
0(τ∇ϕ0

C + IENC
A

T
I
0
ϕ

0

C), (24)

i
0T
w = 0, (25)

for all w = IEC
A

T
ψ

1

C + IENC
A

T
ψ

0

NC (26)

with (ψ1

C , ψ
0

NC) ∈ Ψm
.

The vectorv0 is expressed by

v0 = v + τ∇ϕ0

C + IENC
AT I0ϕ0

C . (27)

We assume that the solution is unique. This assumption
is generally satisfied once the global circuit equations hasa
unique solution.

The admissible nodal voltage set being

Ψm = {(ψ1

C , ψ
0

NC) ∈ L2(Ω; R|N |
per) × L2(Ω; R|N |) (28)

such thatψ1

C = 0 andψ0

NC = 0 at ground nodes}.

The setR|N |
per is defined as,

R
|N |
per = {φ ∈ R

|N | such thatφj = φj′ (29)

for all couple(nj , nj′) of opposite nodes}.

The|E|×d×nc tensorτ is defined by (30). We recall that
y(n) ∈ R

d is the coordinate vector of a noden.

τlkp =






∑

j:nj∈NCp

yk(nj)Ajl for el ∈ ECp,

0 otherwise.
(30)

Throughout this paper, we use the tensor product notation,

(τθ)l =
∑

k

∑

p

τlkpθkp, (31)

where the summation is on the two last indices ofτ .
The|N | × nc matrix I0 is defined by

I0

jp =

{
1 if nj ∈ NCp,
0 otherwise, (32)

NCp is the set of nodes involved in the branches ofECp.

8. Reformulation of the Problem Micro
Theorem 2 shows thatϕ0

C is the solution of a partial dif-
ferential equation, so onceϕ0

C is known,i0 andv0 can be
computed too by theorem 1. The equations (23–26) being
linear, there exists some matricesLx, Hx and a third order
tensorPx such thati0, ϕ0

NC andv that can be expressed as
function ofϕ0

C , its gradient∇ϕ0

C and the vector sourceu0
s,

i0 = Liϕ
0

C + Pi∇ϕ
0

C + Hiu
0

s, (33)

ϕ0

NC = Lϕϕ
0

C + Pϕ∇ϕ
0

C + Hϕu
0

s, (34)

v = Lvϕ
0

C + Pv∇ϕ
0

C + Hvu
0

s. (35)

The computation of the vectorv0 is then unchanged,

v0 = v + τ∇ϕ0

C + IENC
AT I0ϕ0

C . (36)



9. Homogenized Circuit Equations (Problem Macro)
In this Section, we state the equation satisfied byϕ0

C .

Theorem 2 [2]
The vectorϕ0

C ∈ ΨH is the solution of thenc partial
differential equations, so–called homogenized equations,
with its boundary conditions,

AH(Pi∇ϕ
0

C + Liϕ
0

C) = −AHHiu
0

s, (37)

ϕ0

Cp = 0 on Γ0p, (38)

(Pi∇ϕ
0

C + Liϕ
0

C)nτ = 0 onΓ − Γ0p. (39)

Γ0p is the part of the boundaryΓ of Ω where thepth

connected component is grounded. The operatorAH is de-
fined by

AH = −∂τ∗ + I0TAIENC
, (40)

where∂τ∗i = τ∗∇i with τ∗pkl = τlkp and the use of no-
tation (31). The derivative∂τϕ

0

C and the normalnτ are
defined by

∂τϕ
0

C = τ∇ϕ0

C , (41)

(nτ )lp =
d∑

k=1

τlkpnk, (42)

∇ being the gradient(∂xk
)k=1..d andn = (nk)k=1..d being

the outward normal vector to the boundaryΓ of Ω. Remark
that the coefficientsAH and the derivatives∇τ depends on
node coordinates inherited from the expression (30) ofτ.
Finally, the admissible set of macroscopic potential is

ΨH = {ψ ∈ L2(Ω)nc such that∂τψ ∈ L2(Ω)|E|

andψk(x) = 0 onΓ0k}. (43)

In the example (cf. Fig. 1),ϕ0

C has only one component
(nc = 1) and is solution of the partial differential equation

∂2ϕ0

C1

∂x2
1

+
∂2ϕ0

C1

∂x2
2

= −2ris

ϕ0

C1 = 0 onΓ0,1

∇ϕ0

C .nτ = 0 onΓ − Γ0,1.

10. Computation of Actual Voltages and Currents
Once the solution(v0, i0) of the two-scale transform are

available, actual voltages and currents may be recovered
through the inverse two-scale transform (10) and inverse
scaling (15–17),

v ≈ T−1

E S−1

v v0, (44)

i ≈ T−1

E S−1

i i0. (45)

11. Conclusion
The concept of two–scale transform has been detailed

and illustrated in this paper. An homogenization method
for periodic linear circuit based on this transform has been
explained. We tried to present it in the most suitable way
in view of implementation.

This method has been coded in its generality in a CAS
(Computer Algebra Software). The program parses the
Spice file describing the cell circuit, and generates as its
output the partial differential equation ofϕ0

C . This equa-
tion is then solved numerically by a FEM, and the actual
voltages and currents are directly deduced.

A lot of work has still to be done: Proving the indepen-
dance of the coefficients of the partial differential equation
with regard to the node coordinates; Simplify the demon-
stration of theorem 1 (about 10 pages long); Continue to
validate the method and explore its performance in terms
of accuracy and computational cost.

Appendices
Basic properties of some integrals on cells

∫

Y ε
µ

dx′ = εd

∫

Y ε
µ

χY ε
λ
(x′)dx′ = εdδµλ

Derivation of the expression ofT ∗
E

(TEv, u)

=

∫

Ω

(TEv).u(x)dx

=

|E|∑

j=1

∫

Y ε
µ

(TEv)j(x).uj(x)dx

=
∑

µ∈{1,..,m}d

|E|∑

j=1

ε−d

∫

Y ε
µ

χY ε
µ
(x)uj(x)dxVµj

= εd
∑

µ∈{1,..,m}d

|E|∑

j=1

ε−d

∫

Y ε
µ

uj(x)dxVµj

[T ∗
Eu, v]

= εd(T ∗
Eu)

T .v

= εd
∑

µ∈{1,..,m}d

|E|∑

j=1

(T ∗
Eu)µjVµj

⇒ (T ∗
Eu)µj

= ε−d

∫

Y ε
µ

uj(x)dx

�

Proof that T ∗
ETE = IE on R

|E|

Let u ∈ R
|E| andI ∼ (µ, j),

(T ∗
ETEu)I = T ∗

E(
∑

λ∈{1,..,m}d

UλjχY ε
λ
(x))

= ε−d

∫

Y ε
µ

∑

λ∈{1,..,m}d

χY ε
λ
(x)dxUλj

= ε−dεdUµj

= uI

�



Proof that TET
∗
E = IE on P

0(Ω)|E|

Let u ∈ P
0(Ω; R|E|),

(TET
∗
Eu)j(x)

= (TE(ε−d

∫

Y ε
µ

uj(x
′)dx′))j(x)

=
∑

µ∈{1,..,m}d

ε−d

∫

Y ε
µ

uj(x
′)dx′χY ε

µ
(x)

=
∑

µ∈{1,..,m}d

∑

λ∈{1,..,m}d

ε−d

∫

Y ε
µ

χY ε
λ
(x′)dx′UλjχY ε

µ
(x)

=
∑

µ∈{1,..,m}d

∑

λ∈{1,..,m}d

δµλUλjχY ε
µ
(x)

=
∑

µ∈{1,..,m}d

UµjχY ε
µ
(x)

= uj(x)

�
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