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Abstract. The correct diagnosis of brain diseases is crucial for children with
brain disorders. But the complex characteristics of infant brain make the image
analysis very complicated. Thus, an accurate image registration is a prerequisite
for accurate analysis of MR infant brain images, and it provides valuable
information for the diagnosis of doctors. This paper presents our research works
on SURF registration algorithm of 2-D MR infant brain images. We firstly
describe the original algorithm and analyze its advantages and drawbacks. Then
an improved version is proposed, which uses 8-D descriptor vectors with the
length of 128. The experiment results show, compared with the original version,
our algorithm can achieve more accurate image registration with a little more
time consumption. For all the images tested, the increase of correct matching
rate varies from a minimum of 5.7 % to a maximum of 14.9 % compared with
the classical one.
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1 Introduction

In recent years, the incidence of infant brain diseases is rising. Therefore, the correct
diagnosis of infant brain diseases in early period has significance for children and it
supposes a high quality analysis of the brain structure. For its complex characteristics,
it usually requires manual analysis of doctors. Imaging processing technologies are
widely used in medical applications. Nevertheless, to diagnose diseases from MR
infant brain images is more difficult, it is a promising work.

In order to help doctors in this process, automatic comparisons could be done by a
computer, so that it can bring original and valuable information for the diagnosis. The
most important thing is to get low error rate. One solution is to use image registration,
which is a very important technology in image processing. Its main purpose is to find
similarity between two images and get the matching relationship of pixels. How to
establish a reasonable correspondence between images is the key point. Until now,
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each image registration algorithm is restricted to one or several classes of images. None
of them can be efficiently applied to all images with satisfying performance. For MR
infant brain image, the complexity makes it even more challenging.

In this paper, we describe our research works address the problem of images
registration applied on 2-D MR infant brain images. The rest of this paper is organized
as follows. Section 2 discusses related works including the background of image
registration and the categories of existed algorithms. In Sect. 3, we introduce the
process of image registration based on descriptor vectors of interest points, especially
SURF algorithm. An analysis of its advantages and drawbacks is provided. Section 4
elaborates on the improved SURF algorithm we proposed using 8-D descriptor vectors
with the length of 128, which improves the accuracy of registration. Section 5 shows
the experiment results. Finally, Sect. 6 gives the conclusions and outlooks.

2 Related Works

Image registration uses a number of similarity measure criteria to establish the rela-
tionship between two images, sample image and template image. Then, the parameters
of the transformation models must be computed so that the corresponding relationship
between pixels in two images can be found. At last, the registration result can be
obtained [1, 2]. An example of images in registration is given in Fig. 1.

2-D image can be described as a two-dimensional matrix. I1ðx; yÞ and I2ðx; yÞ
represent the grayscale of pixel pðx; yÞ in sample image I1 and template image I2. The
relationship between I1 and I2 can be defined as,

I2 x; yð Þ ¼ g f I1 x; yð Þð Þð Þ ð1Þ

Where, f and g are geometric and grayscale transformation function respectively.
Registration between images can be achieved by geometric transformation and
grayscale transformation. Usually, the grayscale transform is not necessary in practice.
The basic framework of image registration is shown in Fig. 2, which is talked in [2].

There are a variety of image registration algorithms. Different ones are applied to
different conditions. They can be divided into three categories, including

(a) Sample image                  (b) Template image              (c) Registration result 

Fig. 1. Schematic diagram of image registration
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grayscale-based algorithms, model-based algorithms and feature-based algorithms. The
consumption of calculation of feature-based algorithms is much smaller than others’,
which leads to higher efficiency. Meanwhile, the algorithms have strong robustness
regardless of the influence of illumination changes.

There are several reasons make it more challenging to analysis MR infant brain
images. Firstly, the newly-born brain is about half large of the adult brain. Secondly,
each organization of the brain exhibits different intensities in images at different time.
Finally, the colors of gray matter and white matter are changing during infant period.
These characteristics make it a good choice to apply registration algorithms based on
features on MR infant brain images. The research works presented in this paper focus
on obtaining even better performances with feature-based algorithms, by improving the
accuracy in the context of 2-D MR infant brain images.

3 Image Registration Based on Features

Many researchers have carried out extensive researches proposed a number of widely
used feature-based algorithms. They have a certain increase in either efficiency or
accuracy of matching. Among them, SIFT was created by David Lowe and improved in
2004 [3, 4]. It relies on a conversion from matching between two images to building
similarities among descriptor vectors. The process of SIFT algorithm includes setup of
multi-scale space, extracting interest points, getting descriptor vectors of features, and
feature matching. It can handle changes in scale, translation and rotation. Since SIFT
algorithm is fast and has so large numbers of applications in the field of image reg-
istration, currently, many researchers have put forward their improved SIFT version
and achieved good results. In 2006, Herbert proposed the SURF algorithm [5], which is
faster and more robust. Although 2-D image registration algorithms based on features
are a great achievement, due to the complex structure of brain, especially the infant
brain, there are still improvements to find.

3.1 Multi-scale Space Setup

The basis of feature-based image registration algorithm is to extract interest points.
Interest points represent significant changes in the image. There are many methods for
interest point extraction, such as edge detection and corner detection. However, due to

Fig. 2. Flow chat of image registration framework
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the complex structure of infant brain, methods used on natural images do not work
well. Therefore, in order to extract interest points, we need to set up multi-scale space.
For some image features are only visible in a particular scale, which can be better to
represent characteristics of images. Widely used multi-scale space is Gaussian
multi-scale space [6]. It is defined by a Gaussian kernel function,

Gðx; y; rÞ ¼ 1
2pr2

e� x2 þ y2ð Þ=2r2 ð2Þ

For an image Iðx; yÞ, its Gaussian multi-scale space can be described as,

Lðx; y; rÞ ¼ Gðx; y; rÞ � Iðx; yÞ ð3Þ

Where, x, y represent the horizontal and vertical coordinates of 2-D image. r is the
scale parameter, Lðx; y; rÞ is the result in multi-scale space coordinate. The smoothness
of the image can be set by r, where large values corresponds to low resolutions, on the
contrary, small values corresponds to high resolutions. Thus, reasonable analysis and
calculations can be done according to the image in different resolutions. Focusing on
the computation time, Lowe proposed to approximate the Laplacian of Gaussians
(LoG) by a Difference of Gaussians (DoG) filter [3].

Although DoG approach was a success, it has been further improved by Herbert in
[7] with box filters, where detector of interest points based on Hessian matrix and
integral image is used, which reduces the computation time drastically [8].

For a pixel pðx; yÞ in an image Iðx; yÞ, the Hessian matrix is defined as follows,

HðIðx; yÞÞ ¼
@2I
@x2

@2I
@x@y

@2I
@x@y

@2I
@y2

" #
ð4Þ

Working with Gaussian detector done by Lindeberg [9], Hessian matrix takes the
following form,

Hðx; y; rÞ ¼ Lxxðx; y; rÞ Lxyðx; y; rÞ
Lxyðx; y; rÞ Lyyðx; y; rÞ

� �
ð5Þ

Where, Lxx, Lxy and Lyy are convolutions between the image and second-order
Gaussian partial derivatives, taking Lxx for an example, as follows,

Lxx ¼ Iðx; yÞ � @
2Gðx; y; rÞ

@x2
ð6Þ

The approximation can be made with box filters accompany with integral images.
Inside an integral image, as shown in Fig. 3, each pixel is the sum of all the pixels that
are above it. After it is computed, it takes only three additions and four memory
accesses to calculate the sum of intensities inside a given rectangular region with
vertices A, B, C and D of any size, which can be computed as,
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S ¼ A� B� CþD ð7Þ

Here, S is used as the value of box filter to make the approximation. Hence, the
computational cost is very low for the independence of its size. Similar to Gaussian
multi-scale space, box filters with different sizes are used to make convolutions with
images. Images at different resolutions constitute the box filter multi-scale space [10].

Interest points, working as matching points, can be either in image space or in
scale-space, which include rich image information. Therefore, the quality of the
extracted interest points impacts the registration results. In order to select the candidate
in multi-scale space, we need to make comparisons between the target interest points
and their neighbors. As shown in Fig. 4, the black point in the center is a target interest
point, which should be compared with 26 points in its neighborhood.

Interest points are extracted from different scale spaces of the image but one
comparison uses only interest points of two scale spaces [11]. Thus, there are a portion
of unstable interest points extracted from different scale spaces. In order to remove
these unstable points, following derivation is necessary. The scale space function
D x; yð Þ is transformed with Taylor formula in x. Get the first three parts, as follows,

Dðx; yÞ ¼ Dþ @DT

@x
xþ 1

2
xT

@2D
@x2

x ð8Þ

Fig. 3. Schematic diagram of integral image

Fig. 4. Interest points extraction
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Let Dðx; yÞ ¼ 0, then,

x̂ ¼ � @2D�1

@x2
� @D
@x

ð9Þ

With a combination of Eqs. (8) and (9), we can obtain,

D x̂; yð Þ ¼ Dþ 1
2
@DT

@x
x̂ ð10Þ

jDðx̂; yÞj is used as the judgement. According to experiment, if jDðx̂; yÞj � 0:03,
the interest point is regarded as stable, and which can be used to matching.

3.2 Interest Point Description

As the comparison in [12] shows, SURF is invariant to image scaling, blur, and
illumination, but partially invariant to rotation and view point changes. Therefore, Haar
wavelet is used to detect the orientation. An interest point should be selected in a
circular neighborhood and the sum of Haar wavelet responses within a sliding sector
window of 60° are calculated, as shown in Fig. 5. Then, the window is rotated by a
fixed angle, and the sum is computed once again. After turning for a full circle, the
direction with the maximum value is the orientation of the interest point.

After getting the orientation, it is possible to extract descriptor vector. In SURF
algorithm, a square region in the neighborhood of each interest point is chosen, and it is
divided into 4 × 4 small squares, called sub-regions, as shown in Fig. 6(a).

Then, the Haar wavelet responses are computed for each pixel in each sub-region.
dx and dy represent the horizontal and vertical responses respectively, which are
summed up as

P
dx and

P
dy. In order to take intensity changes into consideration, the

sum of the absolute values of the responses is calculated as
P jdxj and

P jdyj. Thus,
each sub-region has a 4-D descriptor vector, shown in Fig. 6(b), written as,

xd

yd

Fig. 5. Determination of orientation in SURF
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v ¼ ð
X

dx;
X

dy;
X

dxj j;
X

dy
�� ��Þ ð11Þ

In this way, we can obtain a 4-D descriptor vector with the length of 64, which is
the classical SURF descriptor. And it can be used in the matching process.

3.3 Interest Point Matching

After getting the descriptor vectors of interest points, a matching between sample and
template images can be done. Because of the nature of descriptor vector, the similarity
measurement between vectors can be used. To make matching between interest points,
we must calculate Euler distance between descriptor vectors of interest points in two
images. The shorter distance between two descriptor vectors means a higher degree of
similarity, which represents the most similar interest points.

4 Improved SURF Algorithm

SURF algorithm is a registration algorithm based on descriptor vectors of features
proposed to improve SIFT algorithm. Compared with SIFT, it focuses on fast
matching, thus improves the operating efficiency significantly. But the accuracy can be
improved for the following reasons. Firstly, the interest points extracted with box filters
are not real corners. Secondly, there are large numbers of interest points on high
resolution images including some unstable interest points, which will affect both the
efficiency and accuracy. And thirdly, each interest point is described as a 4-D descriptor
vector with length of 64 for the 4 × 4 sub-regions. The less amount of computations
lead to high efficiency. But the features can be described more accurately, especially for
some high required applications. Our work is to improve it by increasing the dimen-
sions of descriptor vector.

dx and dy can be regarded as the approximate differential of the image. dx [ 0
means the increasing trend in gray gradient of image in positive horizontal direction,
while dx \ 0 means the decreasing trend. Thus, we express the 4-D descriptor vector in
a new way as follows,

Fig. 6. Descriptor vector of SURF algorithm
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v ¼
X

d0� ;
X

d90� ;
X

d180� ;
X

d270�
� �

ð12Þ

Which includes 4 directions (0°, 90°, 180°, 270°) in the vector, shown in Fig. 7(a).

In order to get more details of features in the descriptor vector, four other directions
(45°, 135°, 225°, 315°) are added to the vector. Thus, the new descriptor vector
becomes an 8-D vector, shown in Fig. 7(b), written as,

v ¼
X

d0� ;
X

d45� ;
X

d90� ;
X

d135� ;
X

d180� ;
X

d225� ;
X

d270� ;
X

d315�
� �

ð13Þ

The value of d45� , d135� , d225� and d315� can be calculated directly in the same way
used to calculate d0� , d90� , d180� and d270� . But it will leads to huge time consumption
similar as the case of SURF-128 talked by Herbert in [7]. Here an approximation is
made as follows,

d45� ¼
ffiffiffi
2

p

2
d0� þ

ffiffiffi
2

p

2
d90� ð14Þ

d135� ¼
ffiffiffi
2

p

2
d90� þ

ffiffiffi
2

p

2
d180� ð15Þ

d225� ¼
ffiffiffi
2

p

2
d180� þ

ffiffiffi
2

p

2
d270� ð16Þ

d315� ¼
ffiffiffi
2

p

2
d270� þ

ffiffiffi
2

p

2
d0� ð17Þ

Fig. 7. The changing in descriptor vector of sub-region
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Consequently, the vector of a 4 × 4 region contains more detailed information of
the image, and the length of which is 128. Actually, the extension and approximation of
vector yield better matchings, as shown in experiment section.

Taking accuracy and consumption into account, to achieve interest point matching,
we use the ratio of distance between the nearest neighbor and the second nearest
neighbor. For interest point A in sample image S and interest point B in template image
T, the distance between the two descriptor vectors of A and B can be calculated by
Eq. (18).

DAB ¼
Xl¼m

l¼0

SAl � TBlð Þ2
" #1=2

ð18Þ

Where, SAl is the lth descriptor vector of point A, TBl is the lth descriptor vector of
point B, and m is the number of the total dimensions of descriptor vectors. After
calculating the distances between A and all the interest points of image T, we can get
the nearest neighbor N and second nearest neighbor N′. A judgement is defined as,

h ¼ DAN=DAN 0 ð19Þ

If θ is less than a certain threshold, A can be matched with B, else there is no
matching point in image T. The number of matching points will increase with a larger
threshold, and it will also increase the number of mismatching points. Thus, according
to experiments, the threshold is usually 0.7. The principle of this method is relatively
simple, a little time consuming, highly efficient and perfectly adapted to 2-D MR image
matching.

With the 8-D descriptor vector and the rule of matching, the specific registration
process can be operated in the following steps.

1. Build the multi-scale space of sample image and template image with box filters of
different sizes. Here, the multi-scale space includes three layers, and there are four
images in each layer.

2. According to the Hessian matrix approximation, extract the interest points in the
middle 10 images, and remove some unstable ones.

3. For the interest points extracted, according to Haar wavelet responses, we can get
the orientations of them.

4. Calculate 8-D descriptor vectors of the interest points in sub-regions with the
improved SURF algorithm, and get vectors with length of 128 in the neighborhood
of 4 × 4 square sub-regions.

5. Achieve the matching of two images with the ratio of distance between the nearest
neighbor and the second nearest neighbor.
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5 Experimental Results

In order to test the performance of the improved SURF algorithm, the experiment is
carried out on a computer with CPU Intel Core i5 2.5 GH, RAM 8.0 GB and
Windows7, using Matlab2013b. In the experiment, 5 groups of MR images of different
sizes are tested. The sizes of the first 3 groups and last 2 groups are 180 * 260 pixels
200 * 255 pixels respectively. The first group of them is shown in Fig. 8.

The interest points are obtained with both the classical SURF algorithm and the
improved SURF algorithm. The results of matching between interest points of sample
images and template images are shown in Fig. 9. In both image (a) and (b), 60 pairs of
interest points are selected and matched. In order to see visually, no matter they match
correctly, colored links are used. It is obvious that there are more interest points
matched correctly in the improved one. Specific data, including numbers of points
matched correctly (NC) and mismatching points (NM), correct matching rate (CR) and
time consumption (T) are shown in Table 1.

Fig. 8. Images being tested

Fig. 9. The results of interest points matching (Color figure online)

Table 1. Comparison of interest point matching results

NC NM CR/% T/s

Classical SURF 52 8 86.7 1.112
Improved SURF 57 3 95.0 1.201
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With the improved SURF, there are 57 out of 60 interest points matched correctly,
5 more than the classical SURF. The correct matching rate is 95.0 % compared with
the classical one with 86.7 %. For the 8-D descriptor vectors with length 128, the time
consumption of improved SURF is a little more, from 1.112 s to 1.201 s, increasing by
8.87 %. But compared with the increasing in accuracy, the time consumption is
acceptable. The results are shown in Fig. 10, where on the left is the result of classical
one, the improved one is on the right and the template image is in the middle.

To evaluate the similarity of the images, we make the segmentation according to
the results of image registration. The results of segmentation are shown in Fig. 11,
where the segmentation result according to classical SURF is on the left, the improved
one is on the right and the template image is in the middle.

Jaccard similarity coefficient is defined as following,

JscðA;BÞ ¼ jA\Bj
jA[Bj ð20Þ

Where, A and B represent the set of segmentation results according to template
image and image registration result respectively. In this paper, the coefficient is used to
evaluate the similarity between the two images. The higher the similarity is, the bigger
the value is. In the ideal case, if the two sets are the same, the value should be 1,

Fig. 10. The results of image registration

Fig. 11. The results of image segmentation
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the maximum value. Different parts of brain in each group of images are chosen as the
sets. The Jaccard similarity coefficient of all the groups can be found in Table 2. The
result obtained by improved SURF is better than the classical one, where every parts of
the brain have higher similarity to the template image for the higher value.

To make it more convincing, the statistics of accuracy, similarity coefficient and
time consumption for all groups of images are shown in Table 2. Generally, as for the
higher accuracy, the improved SURF algorithm has better performance on the regis-
tration than the classical one. For all the images tested, the increase of correct matching
rate varies from a minimum of 5.7 % to a maximum of 14.9 % compared with the
classical one. The similarity coefficient is also increased in different degrees, which is
consistent with the correct matching rate. The increase of time consumption varies from
5.28 % to 19.6 %, which is still acceptable compared to the gain for registration.
Nevertheless, this point constitutes a problem to address in future works.

6 Conclusions and Outlooks

We presented an improved version of SURF algorithm that uses 8-D descriptor vectors
with length of 128 to describe the interest points and the ratio of distance between the
nearest neighbor and the second nearest neighbor to achieve the matching.

The results have shown that the performance of our improved version is better than
the classical one. The important gain in accuracy is due to the use of longer descriptor
vectors, which provide more details of images and leads to accurate interest point
detection and image registration. The high accuracy is advantageous for cases need
high quality of image registration, such as MR infant brain images. As for the com-
monality of images, the improved SURF algorithm can be used in other different kinds
of images, especially color images. Thus, for the future work, in order to widen the
application of the improved version, some modifications should be made according to
the characteristic of different images, especially to 3D image.

Although the increase of time consumption is acceptable compared with the
accuracy, it is still a drawback for many applications, such as on-line computer vision.
Therefore, the reduction of time consumption is an important point for future work.

Table 2. Comparison of registration performance

No. Classical SURF Improved SURF
CR/% JSC T/s CR/% JSC T/s

1 86.7 0.834 1.112 95.0 0.931 1.201
2 83.3 0.828 1.156 93.3 0.910 1.217
3 86.7 0.785 1.189 91.6 0.899 1.307
4 78.3 0.789 1.394 90.0 0.851 1.667
5 93.3 0.898 1.446 100.0 0.974 1.613
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