
INSTITUT FEMTO-ST

UMR CNRS 6174

Assessing power needs to run a workload with quality of
service constraint on green datacenters
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Abstract: Datacenters are an essential part of the internet but their continuous development requires
finding sustainable solutions to limit their impact on climate change. The Datazero2 project aims to
design datacenters running solely on local renewable energy. In this research report we tackle the
problem of computing the minimum power demand to process a workload under quality of service
constraint. To solve this problem we propose a binary search algorithm that requires the computation
of ma- chine configurations with maximum computing power. When machines are heterogeneous,
we face the problem of choosing the machines and their DVFS state. A MILP (Mixed-Integer Linear
Programming), to find the optimal solutionn, and four heuristics that give satisfactory results in a
reasonable time are proposed. The bests reach an average deviation from the optimal solution of
0.03% to 0.65%.
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Evaluation de la consommation d’énergie nécessaire à l’exécution d’un
workload sous la contrainte d’une qualité de service pour des datacenters

verts

Résumé : Les datacenters sont un élément essentiel de l’internet, mais leur développement continuel
nécessite de trouver des solutions durables pour limiter leur impact sur le changement climatique. Le
projet Datazero2 vise à concevoir des datacenters fonctionnant uniquement avec des énergies renou-
velables locales. Dans ce rapport de recherche, nous abordons le problème du calcul de la puissance
minimale requise pour traiter un workload sous la contrainte d’une qualité de service. Pour résoudre
ce problème, nous proposons un algorithme dichotomique qui nécessite le calcul de la configuration
des machines ayant une puissance de calcul maximale. Lorsque les machines sont hétérogènes, nous
sommes confrontés au problème du choix des machines et de leur état DVFS. Un MILP (Mixed-
Integer Linear Programming), pour trouver la solution optimale, et quatre heuristiques donnant des
résultats satisfaisants en un temps raisonnable sont proposés. Les meilleures heuristiques atteignent
un écart relatif moyen par rapport à la solution optimale de 0.03% à 0.65%.
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Abstract

Datacenters have become an essential part of the internet but their continuous devel-
opment requires finding sustainable solutions to limit their impact on climate change. The
Datazero2 project aims to design datacenters running solely on local renewable energy.
Energy demand of datacenter’s machines can be optimized to improve the use of energy. In
this paper we tackle the problem of computing the minimum power demand to process a
workload under quality of service constraint. We propose a binary search algorithm to solve
this problem. This algorithm requires a machine configuration that maximizes computing
power. In a heterogeneous environment, the difficulty of the problem lies in the choice of
the machines to be switched-on and their DVFS (Dynamic Voltage and Frequency Scaling)
state. This can be computed by a MILP (Mixed-Integer Linear Programming), but with an
important computation time. Four heuristics are proposed to maximize computing power
and give satisfactory results in a reasonable time, with an average deviation from optimal
solution of 31.84%, 0.12%, 0.65% and 0.03%. These promising results encourage us to use
heuristics to address the problem of computing the minimum power demand.

1 Introduction

Since a decade datacenters have become an essential part of the internet, either being at the edge
or at the center, and their number and size are continuously increasing, as their global energy
consumption. These datacenters represented in 2018 1% of the global energy consumption, that
is to say 6% more than in 2010 [17] and it is estimated that these numbers are growing. Indeed,
according to GreenIT [6], it is estimated that, by 2025, the number of users will have increased
by 1.1 billion, energy consumption will have multiplied by 2.9 and greenhouse gas emissions
by 3.1.

To reduce the datacenter impact on climate change several research works propose solutions
to optimize their energy consumption [7], [21], [14]. These solutions are essential on the way to
efficiency but cannot achieve a drastic reduction of the carbon footprint. Other projects and
research works claim to reduce their brown energy consumption [4], [11], [2]. The objective
of the Datazero project [24] (2015-2019) and Datazero2 (2020-2024) is to investigate the
solutions to design and operate a datacenter only fueled by renewable energies. By design, this
project builds on a negotiation [29] between the electrical management (power production and
storage) and the IT management (workload processing) to choose a power command that will
be applied in the next time window, typically the coming 72 hours. A power command refers to
the control commands that are asked to the electrical side, so that the needed power is provided
along the time window.

The negotiation is developed as a process based on game theory that loops on asking for IT
consumption and power production predictions over the time window to converge after several
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Figure 1: A workload forecast depending on time. Each time interval is composed of several
time steps where the workload differs. For each time step is represented the total amount of
operations in GFlops to be processed.

iterations on an acceptable solution for both the IT and electrical management. The result of
the negotiation is a power command for the time window, represented as a time series of power
values for each time interval over this time window, called a power profile. This power command
is then applied on the infrastructure.

As a matter of fact, the negotiation need predictions of the power needs during the time
window. In this article, the problem we tackle is to compute the minimum power profile required
to process a workload forecast. We do not address the problem of workload forecast that has
been widely studied already [18]. Rather, we investigate the problem of transforming a workload
prediction to an optimized usage of a given infrastructure that minimizes the electrical power
needs. Since the negotiation process is interactive, this computation must last a reasonable
time [30].

It must be noted already that we consider a consolidated workload, and not individual jobs.
Therefore a workload represents the total amount of work units that have to be processed along
time. A workload possibly aggregates the work units of several jobs that may concurrently use
the infrastructure and share each of the machines of the infrastructure.

Fig. 1, 2 and 3 give a motivating example of the problem. Fig. 1 shows a workload forecast
for 4 hours. Note that this workload varies at an higher frequency (a few seconds to a minute)
than the electrical power and that time intervals (defined as the minimum duration of the
electrical command), are composed of several time steps (i.e. 4 time intervals and time steps
of 20 minutes in the example).

In order to process this load, it is necessary to provide sufficient computing power, i.e.
switching-on machines in the datacenter and setting them in an adequate state using DVFS
(Dynamic Voltage and Frequency Scaling). In the following, we note configuration the set of
states of the machines of the infrastructure, i.e. their on/off and DVFS states. In the datacenter
the machines may be heterogeneous [31], [25], [26] [27] hence different configurations provide
different computing capabilities and have different consumption. Since the power command
must be maintained over a time interval, there is no need to change the configuration during
a time interval. The problem is hence to compute, for each time interval, a configuration that
is able to process the workload. This, in turn, defines the power consumption over the time
interval and the power profile over the time window.
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Figure 2: A power profile obtained by minimizing power demand of the machines at each time
interval to process the load (green) and a power profile obtained without trying to minimize
power demand of the machines at each time interval to process the load (red). It can be seen
that the red power profile requires more power than the green power profile.

The red power profile on Fig. 2 is obtained with successive configurations, one for each time
interval, that are able to process the workload. It is however preferable to propose a power
profile that minimizes the power demand at each time interval in order to save energy and to
anticipate periods of under-production in the future, because the energy production forecast
is uncertain. The machine configuration can be computed with the objective to reduce power
demand while having the necessary computing power. The green power profile is obtained
by minimizing power demand at each time interval, i.e. finding the less consuming machine
configuration whose computing power is sufficient to process the load. This turns out to be a
complex optimization problem.

Finally, as the load may be flexible, it is also possible to minimize power needs over a time
interval by moving work units, called load parts, over time steps, as shown in Fig. 3, provided
that their associated deadline are respected. Note the two y-axis with different units on the
figure.

This paper contributes with multiple variants of an algorithm that computes a minimized
power profile. The algorithm realizes this computation in steps. The main step iterates on each
time interval of the time window. For each interval, a binary search algorithm is used to find
a minimized power value. Last, for each power value, the algorithm computes the maximum
processing capacity that can be reached using the datacenter machines and tries to schedule the
workload under quality of service (QoS) constraints, using the processing capacity, to check if
this is feasible. We propose several solutions, a MILP and different heuristics, to compute the
maximum computing capacity for a power value.

Section 2 details the related work, while Section 3 describes formally the problem of com-
puting a capping value from a workload forecast and maximizing a processing capacity within a
given power value. Section 4 presents algorithms and heuristics while section 5 presents exper-
iments and results. Finally, section 6 summarizes the paper, highlighting the main conclusion.
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Figure 3: Over a time interval (zoom here on the first time interval of Fig 1 and Fig 2), the
workload differs from one time step to another. It is possible to minimize the power value needs
over a time interval by moving the load to other time steps.
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2 Related Work

In order to minimize energy or power consumption while possibly meeting another criteria,
different online or mixed approaches have been considered in the literature.

In [34], an online method manage energy consumption and workload scheduling for hybrid
geo-distributed datacenters. Several variables are taken into account such as the variation of the
electricity price, the power consumption of the cooling, machines, or constraints on renewable
energy. In a similar way, an online Evolutionary Energy Efficient Virtual Machine Alloca-
tion (EEE-VMA) algorithm, a metaheuristic based on genetic algorithm to optimize energy
consumption, performance degradation as well as power grid cost for multiple hybrid datacen-
ters [23]

Zhang et al. [33] propose PoDD, an online power-capping algorithm to maximize perfor-
mances of homogeneous servers for dependent application workloads (applications with a front-
end and a back-end. The front-end produces the data that are consumed by the back-end). A
similar method is also proposed for heterogeneous nodes of a datacenter [9].

In [32], different online algorithms are introduced to minimize the performance degradation
and the total energy consumed: LmsReg, based on regression, which detects overloaded servers
and migrates virtual machines to another, and MuP to address the trade-off between power
consumption, number of migrations, server performance and the total number of servers that
have been switched off in the selection of virtual machines. These algorithms migrates virtual
machines from over-loaded servers to under-loaded servers. Other methods using virtual ma-
chine allocation and migration are proposed [19], [13], [16], [20], [8]. In [15], an online holistic
approach schedules virtual machines to minimize the total energy consumption of the datacen-
ter by considering the datacenter as a whole and not trying to divide it into several parts to be
treated separately from each other.

In [20], an online multi-objective algorithm optimize energy consumption, by taking into
account QoS, energy, number of active servers, number of virtual machine migrations on servers.
A similar method in [10] is used by considering DVFS, temperature-dependent task scheduling,
dynamic resource provisioning, and cooling management

In [12], in the context of cloud datacenters, a method for prediction of the total energy
consumption of the datacenter is proposed to support the datacenter energy management sys-
tem that controls and coordinates all the equipments. This method evaluates and selects the
importance of the variables of all the equipments to make the prediction with application of a
PCA to reduce the dimensions of the variables. Then a neural network makes the prediction on
the total energy consumption (a single value in a future close to 20 minutes, because it is the
time necessary for the system to reach a desired temperature). Finally, an online module is in
charge of correcting and updating the model based on the forecast errors.

None of these works addresses the offline minimization of power consumption under the
constraint of deadline violations in the case of homogeneous and heterogeneous machines with
different amount of work to process.

3 Problem

As previously explained, the problem we face is to compute the minimum power profile, a
time series of power values, needed to process a given workload, composed of load parts. In
this section, we first define the problem of optimizing the power need necessary to process the
workload and maximizing a processing capacity, on a time interval and for a given power value,
then formally define the model and the objectives.
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3.1 Definition

The power management system of a green datacenter, running solely on renewable energy, needs
to plan its power sources and storage usage to correctly fuel the machines of the datacenter. Due
to technical constraints [24], the power command delivered to the machines cannot be variable
over a minimum time duration, a time interval. A common duration for a time interval ranges
from 15 minutes to one hour. To correctly plan the power usage over a time window, we need
to define a power profile that gives, for each time interval, a power need value, i.e. a constant
value, for the datacenter. This power value is the power that will be needed by the datacenter
to process the incoming workload. Its computation is based on a workload forecast.

In the context of this paper, we assume that the workload forecast is an input of the problem
and that the solution must be able to handle any workload, whatever its characteristics. gives
the variation of the load on time steps in the coming time intervals. A time interval is thus
subdivided into multiple time steps. Note that, the timings are different between power time
intervals and workload time steps. A common duration for a time step ranges from 1 second
to one minute. The workload is composed of several load parts, each arriving at a given time
step. Since load arriving in the same time step may have different QoS constraints, a deadline
is associated to each load part.

To process the workload, we need enough computing power in the infrastructure. This
requires to find an appropriate configuration of the datacenter machines (off, on and other DVFS
states). Because the machines consume power to process the load, a configuration defines a
power need value for a time interval and a series of configurations define in turn a power profile
for the coming time window. Since the power supply only relies on intermittent renewable
energies, storing as much energy as possible is essential to be able to operate the datacenter
during periods of underproduction. We thus intend to save as much power as possible by
requesting as little power as possible for each time interval.

Finally we face the problem of minimizing the power value of a time interval given a workload
forecast and a set of machines. Note that it is an offline problem scheduling because the workload
forecast is available before the computation of the power needs. However, it must be remembered
that solving this offline problem must be efficient, because it is repeated for all time intervals
of the time window to create a power profile, and the power profile is in turn used in the
iterative process of the negotiation (meaning for each time window, several power profiles will
be generated and used in the negotiation loop).

To give the users a flowtime guarantee and to avoid too long waiting times that may dissuade
them from using the datacenter, we enforce the following constraint: the submitted workload
must be totally or partially processed during the considered time interval, according to a deadline
violation threshold not to be exceeded.

3.2 Model

We consider the workload forecast to be discretized in time steps. Formally, we denote by T the
number of time steps, and we normalize the time axis such that the tth time step begins at time
t− 1, for t ∈ T = {1, . . . , T}. We define ∆t as the duration of a time step in seconds. At each
time step, we assume that the workload is composed of several load parts. We define the total
workload as a set of W load parts, lk for k ∈ W = {1, . . . ,W}. For instance, on the first time
step of Fig. 4, the forecast is composed of two load parts, l1 and l2. A load part lk is defined by
its release time rk (i.e. the time step when load part lk arrives), its amount of operations to be
processed pk and a deadline dk. Note that the model concentrate on the computing power needs
whereas its consumption can vary depending whether the workload is CPU, I/O, memory or
network intensive. On the other the cpu consumption is the main part of the load consumption.
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Figure 4: Load parts and amount of operations of a workload forecast.

On Fig. 4, p1 (the amount of operations of l1) is two times larger than p2. The deadline dk is
defined as a duration. A load part lk, which arrives at the time step t = rk with a deadline dk
must be finished no later than rk + dk. All the operations of a load part lk are restricted to the
same deadline dk. For instance, in Fig. 4 if load part l1 has a deadline of two time steps, then
it can be delayed and processed partially or completely on time steps 1, 2 and/or 3.

The load is processed by M machines of a datacenter, which are noted machine i with
i ∈M = {1, . . . ,M}. Considering the power consumption, machine i dissipates a power statici
when it is idle. Each machine can be set in Si different DVFS states [5]. A DVFS state
of a machine is noted j ∈ S(i) = {0, . . . , Si}. The set of machines with their DVFS states
defines the configuration of the datacenter. We note S the set of DVFS states of all machines,
S = {S(1), . . . ,S(M)}.

A DVFS state j defines g
(i)
maxj the maximum amount of operations per second that the

machine i can process and power
(i)
j the consumed power per operation per second of the machine.

For the sake of simplicity, we consider an average value for this consumed power. The model
could be extended to consider different power consumption for different operations. If machine

i is switched-on, it computes g(i) operations per second with 0 ≤ g(i) ≤ g
(i)
maxj while dissipating

power
(i)
j power per operation per second. Therefore, if a machine i computes several load

parts lk in state j during a time ∆t in seconds with an amount of operations to be processed

g(i)∆t =
∑

k∈W pk ≤ g
(i)
maxj∆t, it consumes a power of statici + g(i) × power

(i)
j . We assume that

when a machine is off, its DVFS state is j = 0 and it does not consume any power, nor does it
process any operation.

3.3 Objectives

The main objective is to propose a power profile, which minimizes the power value needs on each
time interval. Each power value must be sufficient to process the workload and to respect the
constraint on violated deadlines, but not excessive in order to save energy over the time interval.
As previously said, the power value has to be constant over one time interval: Minimizing the
power value on one time interval is therefore our objective. The computation is then repeated
for each interval.

RR -FEMTO-ST-1376
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The inputs of the problem are the characteristics of the machines and the workload forecast.
In order to respect the constraint on the number of violated deadlines, the maximum ratio of
violated deadline, noted Dmax, is fixed. The output of the problem is the power value for the
interval, i.e. the criterion to minimize.

Solving this problem implies to decide the configuration of the machines and the schedule
of the load parts on the time steps. In the following we define the decision variables and their
constraints, first for the machines and then for the workload forecast.

We define the decision variable xi,j to determine the machines to be switched-on or -off
and their DVFS state. For each machine i and for each DVFS state j, xi,j = 1 if the DVFS
state j of machine i is selected, otherwise xi,j = 0 (1). These variable hence define the machine
configuration. For a machine, we consider that only one DVFS state can be selected and remains
the same for the entire duration of the time interval (2). Note that in an heterogeneous machine
environment, i.e. with different type of machines, the difficulty lies in the choice of the machines
to be switched-on and the choice of their DVFS state.

∀(i, j) ∈M× S, xi,j ∈ {0, 1} (1)

∀i ∈M,
∑

j∈S(i)

xi,j = 1 (2)

We define the decision variable g(i) as the computing power. This computing power is
bounded by maximum computing power that can be reached by the machine in DVFS state
j (3). Note that the maximum available computing power depends on the choice of the DVFS
state of the machine via the decision variable xi,j previously defined.

∀i ∈M, 0 ≤ g(i) ≤ g(i)maxj (3)

For each machine i, after determining its DVFS state and its computing power g(i), we can
deduce its power consumption Pi knowing its static power statici and its dynamic power i.e.
the power consumption per operation at the chosen DVFS state (4).

∀i ∈M, Pi =

{
statici + g(i) × power

(i)
j if j > 0

0 if j = 0
(4)

The total power consumption P of the machines is then the sum of the power consumption
of all machines (5). ∑

i∈M
Pi = P (5)

We deduce the maximum available computing power w(p), by summing the computing power
of all the machines over a time step (6).

w(p) =
∑
i∈M

g(i)∆t (6)

It is then necessary to schedule load parts on active machines. For each time step, the
total amount of operations to be processed is the sum of the operations to be processed of all
load parts of the time step. Knowing the maximum available computing power w(p) (6) over
the entire time interval and knowing the duration of a time step, we can determine the total
number of operations processed by the machines during a time step. If the total number of
operations to process during time step t cannot be fully processed by the machines during a
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time step, the remaining operations are delayed and/or killed according to the deadlines. The
total amount of operations killed is noted opk and it is a decision variable of the problem.

The ratio of violated deadlines D is defined as the amount of operations killed over the
amount of operations to be processed during the time interval (7). This ratio must not exceed
the maximum ratio of violated deadlines Dmax given as input (8).

D =
opk∑
k∈W pk

(7)

D ≤ Dmax (8)

4 Determining the minimum power value

In this section, we propose a solution to the problem of minimizing the power value for a
time interval under the deadline violation constraint. A binary search algorithm is proposed to
determine the minimum power value to request. For a given power value, the algorithm first
computes a machine configuration and then schedules the workload to determine the amount
of processed, delayed and killed operations in the time interval. The binary search algorithm is
then repeated for each time interval of the time window to generate a power profile.

4.1 Binary search algorithm

In this section, we detail the binary search approach to solve the problem of minimum requested
power value (Algorithm 1).

Algorithm 1: Binary search algorithm to minimize the power need to run a workload
on machines under the constraint of a deadline violation ratio
Data: M,S,W, T , ϵ,Dmax,∆t
Result: minimize P

1 begin
2 Pmin ← 0

3 Pmax ←
∑

i∈M (statici + power
(i)
Si
× g

(i)
maxSi

)

4 while Pmax − Pmin ≥ ϵ do
5 P ← (Pmin + Pmax)/2

6 w(p) ← config(M,S, P,∆t)
7 opk ← 0
8 W̄ ← W
9 for t ∈ T do

10 w̄(p) ← w(p)

11 W̄, opk ← schedule(W̄, opk, w̄(p), t)

12 D ← opk/
∑

k∈W pk
13 if D ≤ Dmax then Pmax ← P else Pmin ← P

To initiate the dichotomy, we set the maximum power Pmax to the case where all the machines
are used to their maximum capacity. The minimum power Pmin is initialized to 0. We define
ϵ as the stopping criterion of the algorithm. At each iteration the algorithm computes with
the config function the maximum available computing power w(p) of the machine configuration
under the power value constraint P of the current iteration. The schedule function is then run

RR -FEMTO-ST-1376
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for each time step of the time interval to determine the schedule and the value of opk, the
number of killed operations, which is used to calculate the ratio of violated deadlines D over the
time interval when the P value is used. Note that the workloadW is copied (line 8, Algorithm 1)
because it needs the original set at each iteration and because the schedule function needs to
modify it (to potentially delay or even kill load parts when deadlines are exceeded).

If the ratio of violated deadlines D exceeds the threshold Dmax, it means that the computing
power is not sufficient, meaning that the current power value P is not enough. It is hence
necessary to iterate with a higher value of P to increase the computing power with a more
powerful machine configuration. Conversely, if the ratio of violated deadlines D does not exceed
the threshold Dmax then the power P can be decreased.

In the following, several versions of the config function will be given in Section 4.2), and the
schedule function is given in Section 4.3.

4.2 Maximizing computing power

The power supplied by the binary search algorithm is used to determine the machine config-
uration. The simplest case is to consider homogeneous machines with only two DVFS states
(switch-on or -off) since it is enough to calculate how many machines can be powered with
the given power value to provide the most computing power. If homogeneous machines have
several DVFS-states there is already a decision to take between switching-on a new machine and
putting it in a higher DVFS-state. In the heterogeneous case several configurations are possible
for a given power, but all of them do not provide the same computing power. It is therefore
important to improve the power efficiently by determining an optimal machine configuration.

In the following sections, we consider heterogeneous machines with multiple DVFS states.
Note that this includes the homogeneous case with the same DVFS states on all machines. The
problem of computing the maximum computing power w(p) with heterogeneous machines is a
generalization of the knapsack problem and is hence NP-Complete. The proof is based on the
definition of a particular case of the problem where the computing g(i) allocated to a machine

can only be 0 or g
(i)
maxj . Note that, in the general case, the g(i) are coded in a discrete variable

that ranges from 0 to g
(i)
maxj . In this particular case, we just give the lowest possible value to

g
(i)
maxj and, hence, g(i) has only two possible values, i.e. 0 or g

(i)
maxj . In that case, the power

consumed by a computing machine becomes constant, Pi = statici + g
(i)
maxj (with statici = 0

in our case). This correspond to an instance of the knapsack problem where the items are
the machines, their weights are the consumed power Pi and their values are the maximum

computing power g
(i)
maxj . Last the capacity of the knapsack is the total power available P and

selecting g
(i)
maxj for the computing g(i) is equivalent to selecting the corresponding item. Since

this problem is NP-Complete, we first designed a MILP (Mixed-Integer Linear Programming).
We then propose different heuristics to address this problem.

4.2.1 Mixed Integer Linear Programming

The MILP is described by (9). The objective function is to maximize the computing power of
the machines.

FEMTO-ST Institute
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maximize
∑M

i=1 g
(i)

s.t. :∑Si
j=0 xi,j = 1

g(i) ≤
∑Si

j=0 xi,j × g
(i)
maxj )

Pi =
∑Si

j=1 xi,j(statici + g(i)power
(i)
j )∑M

i=1 Pi ≤ P

(9)

Under the following constraints.
∀i ∈M,∀j ∈ S(i) xi,j ∈ {0, 1}
∀i ∈M g(i) ≥ 0

∀i ∈M Pi ≥ 0

Using the binary decision variable xi,j , the first constraint states that a machine, for all
i ∈ M, must have a single DVFS state j among all possible DVFS states of the machine
from 0 to Si (including the switched-off state j = 0). Depending on the selected DVFS state
we need to determine, for all i ∈M, the computing power in the second constraint, which must
not exceed the maximum computing capacity of the machine. Then, knowing the DVFS state
and the computing power of the machine, the third constraint bounds the power consumption
of the machine, for all i ∈ M. Finally, the fourth constraint imposes that the total power
consumption of the machines must not exceed the power value fixed by the binary search
algorithm (Algorithm 1) during an iteration.

As shown by the experiments presented later in section 5, the MILP calculation takes 2.83
seconds in average sec, but up to 30 seconds in complex cases. This calculation has to be
repeated for each iteration of the binary search algorithm and the binary search is used for each
time interval so that the running time may reach up to more than one hour. As previously
explained the power profile is used in the negotiation process to anticipate the power which, in
turn, makes several iterations before taking a decision. Although based on offline calculations,
it is hence used in an interactive process for which waiting one hour for a proposition does
not make sens. For this reason we propose in the following some heuristics that can provide
solutions in a shorter time.

4.2.2 Random Choice heuristic

A first trivial heuristic proposal is to randomly choose the type of machine to switch-on. When
a machine is switched-on, it is allocated the power needed to provide the maximum computing
power. The DVFS state chosen is the one maximizing the computing power according to the
remaining power. This step is repeated until the power is insufficient and/or there are no
more machines to switch-on. The advantage of this heuristic is its fast execution time but it
provides unsatisfactory results compared to the other heuristics presented in the following in
the heterogeneous case.

4.2.3 Balance Power-Performance heuristic

The BPP heuristic evaluates the most suitable machines and its DVFS states to switch-on and
to choose respectively according to two metrics, which are computing power and performance
ratio. This heuristic is very efficient in the homogeneous and heterogeneous case with a very
satisfactory execution time.
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The Balance Power-Performance heuristic (BPP, Algorithm 2) computes for each machine
type and for each DVFS state a normalized score depending on a given power, the machine
environmentM and S and an α parameter. ∆t is the length of a time step. BPP switches-on
the machine with the highest score. The α parameter (with 0 ≤ α ≤ 1) given as input control
the trade-off between computing power and performance ratio (ratio power over computing
power).

Algorithm 2: The BPP function for a fixed alpha value to generate a machine config-
uration
Data: M,S, P, α,∆t
Result: Total available computing power w(p)

1 begin

2 w(p) ← 0
3 enoughPower ← True
4 machineUse← 0
5 M̄ ←M
6 while enoughPower and machineUse ̸= M do
7 R ← computeRatio(M̄,S, P )
8 if R ≠ ∅ then
9 for {(i, j), ratioi,j , g(i)} ∈ R do

10 scorei,j ← α(g(i)/max(k,l)∈R(g
(k))) + (1− α)(min(k,l)∈R(ratiok,l)/ratioi,j)

11 k, l← argmax(i,j)∈R(scorei,j)

12 w(p) ← w(p) + g(k)∆t

13 P ← P − (statick + g(k)power
(k)
l )

14 M̄ ← M̄\{k}
15 machineUse← machineUse+ 1

16 else enoughPower ← False

The computing power criteria of a machine is chosen since the objective is to maximize the
total computing power of the machines w(p). The performance ratio criteria of a machine is
chosen to minimize the power consumed per unit of computing power. This corresponds to the
total power consumed by the machine over the provided computing power. The ratio hence
represents the machine’s power consumption per unit of computing power (10).

∀(i, j) ∈M× S, ratioi,j =
statici + g(i)power

(i)
j

g(i)
(10)

Both criteria are computed beforehand with the computeRatio function (Algorithm 3) and
aggregated in the same computation of a machine score (line 10 of Algorithm 2). Both criteria
are used because switching-on machines in the DVFS state with the most computing power does
not necessarily give an optimal machine configuration. On the other hand, if the power allows
it, it is better to switch-on all the machines in the higher DVFS state that has not necessarily
the best performance ratio.

The nearer alpha is to 0, the more weight is given to the computing power produced in the
choice of the machine to be switched-on. Inversely, the closer alpha is to 1, the more weight
is given to the performance ratio. Depending on the alpha parameter value, the configurations
proposed by BPP can be different. For this reason, several alpha values are assessed in order
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Algorithm 3: The computeRatio function that computes for each machine and DVFS
state the performance ratio and computing power

Data: M̄,S, P
Result: R

1 begin
2 R ← ∅
3 for i ∈ M̄ do
4 if P > statici then

5 for j ∈ S(i) do
6 g(i) ← min((P − statici)/power

(i)
j , g

(i)
maxj )

7 ratioi,j ← (statici + g(i)power
(i)
j )/g(i)

8 R ← R∪ {(i, j), ratioi,j , g(i)}

to produce different machine configurations and the algorithm returns the one maximizing the
total computing power (config function with BPP, Algorithm 4).

Algorithm 4: The config function for Balance Power-Performance heuristic by running
different alpha values and keep the best machine configuration

Data: M,S, P,∆t, n
Result: Total available computing power w(p)

1 begin

2 w(p) ← 0
3 for α← 0 to 1 by 1/(n− 1) do

4 w̄(p) ← BPP(M,S, P, α,∆t)

5 if w̄(p) > w(p) then w(p) ← w̄(p)

4.2.4 Best State Redistribute Without Static heuristic

The BSRWS heuristic focuses on the performance ratios of the machines. The advantage of this
heuristic is its accuracy with a satisfactory execution time, but which increases depending on
power. In the heterogeneous case, some solutions deviatefrom the optimal because it switches
on too many machines.

The config function of Best State Redistribute Without Static heuristic (BSRWS, Algo-
rithm 5) switches-on as much machines with the best performance ratio as it is possible without
exceeding the given power P (Algorithm 6). The switchOn function (Algorithm 6) is called
to determine machines to be switched-onM(a), the remaining power available after switching-
on these machines and the total computing power w(p) provided by these machines. As for
Algorithm 2, the computeRatio function (Algorithm 3) is used to compute beforehand the per-
formance ratio of each machine for each DVFS states.

Then, if no more machine can be switched-on and there is power left, either because all
the machines are on or because there is not enough power to switch-on more machines, the
remaining power is redistributed to the switched-on machines. This redistribution allows to
increase the DVFS state of the switched-on machines and thus their computing power. It is
done by the redistribute function (Algorithm 7). As long as it is possible to redistribute power
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Algorithm 5: The config function for Best State Redistribute Without Static heuristic
to generate a machine configuration

Data: M,S, P,∆t
Result: w(p)

1 begin

2 M(a), P, w(p) ← switchOn(M,S, P,∆t)

3 if M(a) ̸= ∅ and P > 0 then

4 w(p) ← redistribute(M(a),S, P,∆t, w(p))

Algorithm 6: The switchOn function that switch-on machines with the best perfor-
mance ratio
Data: M,S, P,∆t
Result: M(a), P, w(p)

1 begin

2 w(p) ← 0
3 M̄ ←M
4 M(a) ← ∅
5 enoughPower ← True
6 while enoughPower and M̄ ≠ ∅ do
7 R ← computeRatio(M̄,S, P )
8 if R ≠ ∅ then
9 k, l← argmin(i,j)∈R(ratioi,j)

10 w(p) ← w(p) + g(k)∆t

11 P ← P − (statick + g(k)power
(k)
l )

12 M̄ ← M̄\{k}
13 M(a) ←M(a) ∪ {(k, l)}
14 else enoughPower ← False
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to increase the computing power of the machine configuration, the new computing power ḡ(i) is
calculated for each switched-on machine depending on the available power. For each machine,
the computing power of each higher DVFS state of the machine is calculated. Then the machine

and the DVFS state with the best performance ratio power
(i)
j is chosen. The DVFS state of the

chosen machine is then increased to provide a higher computing power.

Algorithm 7: redistribute function that allocates surplus power to switched-on machines

Data: M(a),S, P,∆t, w(p)

Result: w(p)

1 begin
2 redistribution← True
3 while redistribution do
4 R ← ∅
5 for (i, j) ∈M(a) do
6 for k ← j + 1 to Si do

7 ḡ(i) ← min((P + g(i) × power
(i)
j )/power

(i)
k , g

(i)
maxk)

8 if ḡ(i) > g(i) then R ← R∪ {(i, k), ḡ(i)}

9 if R ≠ ∅ then
10 {(l,m), ḡ(l)} ← argmin(i,k)∈R(power

(i)
k )

11 P ← P + g(l)power
(l)
j − ḡ(l)power

(l)
m

12 w(p) ← w(p) + (ḡ(l) − g(l))∆t

13 else redistribution← False

4.2.5 Best State Redistribute Without Static And Removing heuristic

The BSRWS-AR heuristic focuses on the performance ratios of the machines and explore more
machine configurations. The advantage of this heuristic is its accuracy compared to BSRWS
In the homogeneous and heterogeneous case. However, its execution time is much higher and
increases strongly with power. This is due to several machine configurations being explored

The Best State Redistribute Without Static And Removing heuristic (BSRWS-AR, algo-
rithm 8) is a BSRWS heuristic run several times with, at each iteration, removing an available
machine (whatever the type of machine, it is the number of available machines that is affected)
in order to test configurations with fewer switched-on machines but more power redistributed.
The execution stops when the computing power of the found configuration is lower than the
previous one. The idea is to evaluate different configurations with less machines. More power
is allocated to the remaining switched-on machines which allows to increase their DVFS state
and thus their computing power.

4.3 Scheduling the workload on the chosen configuration

Knowing the workload forecast W, the total computing power of the machines and time step
t, the schedule function (Algorithm 9) schedules the arriving or delayed load parts at this time
step. The operations of a load part can be completely or partially processed during the time step.
If they are partially processed, the remaining operations are either delayed or killed depending
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Algorithm 8: The config function with Best State Redistribute Without Static And
Removing heuristic

Data: M,S, P,∆t
Result: wfinal(p)

1 begin
2 continue← True

3 wfinal(p) ← 0
4 while continue do

5 M(a), P, w(p) ← switchOn(M,S, P,∆t)

6 if M(a) ̸= ∅ and P > 0 then

7 w(p) ← redistribute(M(a),S, P,∆t, w(p))

8 if w(p) > wfinal(p) then

9 wfinal(p) ← w(p)

10 M ←M − 1

11 else continue← False

on the load part deadline. For this reason, and in order to limit the number of operations killed,
load parts with the earliest deadlines are processed first (EDF, Earliest Deadline First).

Algorithm 9: The schedule function based on a earliest deadline first scheduling policy

Data: W̄, opk, w̄(p), t
Result: W̄, opk

1 begin

2 W(p) ← ∅
3 for k ∈ W̄ do

4 if rk ≤ t and rk + dk ≥ t then W(p) ←W(p) ∪ {k}
5 while W(p) ̸= ∅ do
6 k ← argminl∈W(p)(rl + dl − t)

7 if pk ≤ w̄(p) then

8 w̄(p) ← w̄(p) − pk
9 W(p) ←W(p)\{k} and W̄ ← W̄\{k}

10 else
11 if rk + dk > t then

12 pk ← pk − w̄(p)

13 w̄(p) ← 0

14 W(p) ←W(p)\{k}
15 else

16 opk ← opk + pk − w̄(p)

17 w̄(p) ← 0

18 W(p) ←W(p)\{k} and W̄ ← W̄\{k}
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The schedule function first initializes the set of load partsW(p) that can be processed during
the current time step given as input. The relevant load parts are those with an arrival time
earlier than the current time step and whose deadline is not passed. Then the function processes
the load parts with the earliest deadline. A load part is considered to be completely processed
if the computing power w̄(p) is sufficient to completely process it. Otherwise, it is partially
processed and the rest of the operations to be processed are either delayed (rk + dk > t) or
killed (rk + dk = t). If these operations are killed, they are added to the opk variable that sums
the total number of killed operations.

5 Experiment and Results

For our experiment, we consider a medium sized datacenter of 266.7 kW [24] and 10 machine
types. Note that, due to the paper length constraint, we concentrate our experiments on only
this example of 266.7 kW datacenter but different size of datacenter are experimented and given
in the research report to completely assess our heuristics. The machine types are taken from
the GRID5000 platform1.

We implemented inline in Python and run2 the MILP and the heuristics with input data
by simulating with 1241 machines [3] divided into the 10 types. Note that no workload is used
for the experiment as we evaluate the solutions of the heuristics compare to the MILP in the
determination of the computing power. The characteristics of the machines used are shown in
Table 1 and their performance and consumption data are known in advance [22], [28]. For each
type of machine, the table gives: the number of machines used for the simulation, the number
of DVFS states, the static power static when it is idle, the maximum computing power that
the machine is able to deliver and the maximum consumed power per operation per second.
Table 2 gives an example of more precise data for the Taurus and Gros machines and gives
for each DVFS state: the CPU frequency (GHz), the maximum computing power per second
(gmaxj ) and the consumed power per operation per second (power j). Gros machines have better
performance ratio than Taurus machines for two main reasons: they have a lower static power
and they have a better performance ratio, for a fixed DVFS state, as shown in the table. Thus,
based on the performance ratio, Gros machines are advantageous in the choice of the machines
to be switched-on and for power redistribution, compared to the Taurus machines. All these
data are based on experiments on Grid5000 performed by the ANR project ENERGUMEN [1].

Fig. 5 shows the best performance ratio of the 10 machine types in W/GFlops depending on
power, taking into account static power of the machines and all the DVFS states (10). Note that
the Gemini machines, which have the highest static power, are located on the right figure. The
other machines, which have more or less equivalent static power, are grouped on the left. The
lower the static power of a machine and the better the performance ratio, the more advantageous
it is to switch-on this machine, depending on power. Also note that some performance ratios of
machine types meet others.

Fig. 6 and 7 shows the maximum computing power given by the MILP and heuristics for
different power values, from 63 W (the minimum power required to switch-on a machine)
to 267 064 W (the maximum power that can be required by all machines at their maximum
capacity) by steps of 100 W. This computing power is computed from the datacenter machine
configuration. Note that the RC heuristic (Random Choice) is run 100 times for each power
value, to reduce the effects of the random choice, and for each power value the average comput-

1https://www.grid5000.fr
2Experiments run on Ubuntu 22.04.1 LTS, Intel Core i7-11850H processor, 32.0 Go of memory, Python 3.10

and PulP 2.6.0 with Gurobi solver.
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Table 1: Machine types and their characteristics used for simulation

Machine
name

No. No. of
states

Static
power
(W)

max(gmaxj )
(GFlops)

max(power j)
(W/GFlops)

Taurus 150 13 93.0 220.80 0.38
Parasilo 169 12 94.1 614.40 0.12
Graoully 145 14 98.2 614.40 0.15
Gros 195 14 62.9 633.60 0.12

Grimoire 134 14 121.2 614.40 0.13
Chifflet 89 14 198.7 1075.20 0.09
Grele 106 12 163.2 844.80 0.11
Gemini 34 12 740.8 1408.00 0.09
Graphite 91 10 226 256.00 0.26
Orion 128 13 121.2 220.80 0.39

Table 2: DVFS states and characteristics of Taurus and Gros machines

Taurus Gros

j
Freq.
(GHz)

gmaxj

(GFlops)
power j
(W/GFlops)

Freq.
(GHz)

gmaxj

(GFlops)
power j
(W/GFlops)

0 0 0 0 0 0 0
1 1.2 116.64 0.24 1.0 287.38 0.12
2 1.3 126.70 0.26 1.1 311.90 0.11
3 1.4 136.02 0.27 1.2 334.81 0.11
4 1.5 145.51 0.28 1.3 368.42 0.10
5 1.6 155.96 0.29 1.4 402.93 0.10
6 1.7 165.44 0.31 1.5 431.19 0.09
7 1.8 174.22 0.32 1.6 460.51 0.10
8 1.9 185.08 0.33 1.7 487.06 0.10
9 2.0 194.79 0.35 1.8 517.93 0.10
10 2.1 201.52 0.37 1.9 546.98 0.09
11 2.2 214.00 0.37 2.0 570.80 0.09
12 2.3 220.80 0.38 2.1 574.01 0.10
13 - - - 2.2 633.60 0.12
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Figure 5: Best performance ratio, by considering static power and all the DVFS states, in
W/GFlops.

ing power is shown on the figure. The minimum and maximum computing power are shown in
red.

The RC heuristic (Random Choice) significantly deviates from the optimal solution with an
average deviation of 31.84%. Since the choice of the machine type to switch-on is random, the RC
heuristic may switches-on the least efficient machines, which explains this deviation. This occurs
mostly in the heterogeneous case, according to our different experiences. The BPP heuristic
(Balance Power-Performance) with alpha from 0 to 1 by steps of 0.05 for each power value and
BSRWS-AR heuristic (Best State Redistribute Without Static and Removing) are the closest to
the optimal solution. Their average deviation from the optimal is 0.12% and 0.03% respectively.
Note that the BSRWS-AR heuristic performs better than the BSRWS (Best State Redistribute
Without Static) heuristic since it explores more configurations. Indeed, from 150 kW to 260 kw,
the deviation from the optimal is more significant for BSRWS (Fig. 7). The BSRWS heuristic
has an average deviation of 0.65%. But according to our different experiences, this is not always
the case. Also, BPP outperform BSRWS and BSRWS-AR in other cases of heterogeneity. Note
that from approximately 260 kW, the BSRWS heuristic reduces its deviation from the optimal
because there is enough power to switch-on all the machines and redistribute the remaining
power to increase their DVFS state and thus their computing power. In terms of accuracy, BPP
and BSRWS-AR are therefore the most satisfying heuristics, but BPP is significantly faster than
BSRWS-AR. This is mostly the case in our experiments.

Fig. 9 gives the runtimes of the MILP and the heuristics depending on power. Note that
the y-axis is plotted on a logarithmic scale. There is a general trend for all the runtimes to
increase with power. This is intuitive since the more power, the more machines the heuristics
have to consider. Compared to the MILP that has an average runtime of 2.83 s per power
value, the heuristics are more time efficient to find a configuration. The runtime of the BPP
heuristic is of the order of milliseconds and increases slightly depending on power. While the
BSRWS-AR heuristic runtime increases dramatically: from 0.1 ms to more than 1 s depending
on power. This is partly due to the fact that the more machines are switched-on, the more
configurations are explored. Note that the use of the redistribute function in BSRWS heuristic
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Figure 6: Comparison of the maximum computing power computed by the MILP and heuristics
depending on power value from 63 W to 267 064 W by steps of 100 W
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Figure 7: Comparison of the maximum computing power computed by the MILP and heuristics.
Zoom between 140 kW and 267 kW from the Fig. 6
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Table 3: Average and median relative deviation in percentage of heuristics from optimal solution.

MILP RC BPP BSRWS
BSRWS-

AR

Avg. dev.
(%)

- 31.84 0.12 0.65 0.03

Median
dev. (%)

- 34.57 0.04 0.09 0.00

Avg.
Exec.

Time (s)
2.83 1.15× 10−3 9.07× 10−3 1.03× 10−3 1.61

Min.
Exec.

Time (s)
0.94 7.31× 10−6 3.51× 10−4 3.46× 10−5 3.62× 10−5

Max.
Exec.

Time (s)
55.86 2.40× 10−3 1.23× 10−2 7.12× 10−3 4.09
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Figure 9: Runtime of the MILP and the heuristics depending on power

when all the machines are switched-on explains the increase of the runtime when the power is
approximately 260 kW.

6 Conclusion

In this paper, we tackle the problem of minimizing a power value to switch-on just enough ma-
chines to process a workload over a time interval while respecting quality of service constraints.
We propose a binary search algorithm to solve this problem with multiple variants. This al-
gorithm uses two functions, one that computes the maximum computing power that can be
obtained knowing a given power, and another that schedules the workload on the switched-on
machines. Since computing the maximum processing power is suspected to be complex in the
heterogeneous case, we propose a MILP and 3 non-trivial heuristics and compare their perfor-
mance and runtime. Heuristics give satisfactory results in a reasonable time, with an average
relative deviation from optimal solution of 0.12%, 0.65% and 0.03%. Looking at the results and
runtime, the BPP (Balance Power-Performance) heuristic seems the most suitable to solve this
problem in a reasonable time.

These different approaches show that using DVFS states in a heterogeneous environment
allows approaching the optimal configuration of the machines and thus using energy efficiently.
This is possible using the performance of the machines and their power consumption depending
on DVFS states. These approaches contribute to the autonomy and reliability of the datacenter.

Several directions will be explored for future works. We will consider the switch-on and
switch-off times of the machines and their respective power consumption in the schedule. This
implies exploring the consequences of changing the configuration of the machines between two
time intervals and analyzing the impact on power consumption and scheduling.
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A Other experiments

A.1 Homogeneous case

Figure 10 shows the results of one of our experiments in the homogeneous case with 300 machines
for one type of machine (Taurus). Figure 10a shows the best ratio of the machine depending
on the power, all DVFS states considered. Figure 10b shows the solutions proposed by the
MILP and the different heuristics depending on power. In the homogeneous case, we observe
a significant linearity between the computing power that can be delivered and the power. This
is why the RC heuristic performs well. In this case, the heuristics have equivalent results, as
shown in the Figures 10c and 10d and in Table 4.

A.2 Heterogeneous case

Figure 11, 12 and 13 show the results of some of our experiments in the heterogeneous case
with 200 machines for 2 types of machines, 100 machines of each type. Figure 11b, 12b and 13b
show the solutions proposed by the MILP and the different heuristics depending on power. In
the heterogeneous case, the computing power that can be delivered can be linear with power.
This occurs when the ratios of the machines are equivalent. In the case where the ratios are
different, the linearity is broken and the RC heuristic fails to perform well as shown in the
Figure 11c. The other heuristics provide excellent results in all cases as shown in Table 5, 6
and 7. The BPP heuristic can outperform the others on some experiments and under-perform
BSRWS and BSRWS-AR on others. Also, it is possible that BSRWS-AR fails to improve the
results of BSRWS. The same conclusions can be made about the execution times of the heuristics
as in the homogeneous case. However, in some cases, it is observed that the execution time of
BSRWS-AR explodes and reaches the execution time of MILP when the input power is high.

Figure 14 shows the results of one of our experiments in the heterogeneous case with 500
machines for 5 types of machines, 100 machines of each type. The same Figure 14b show the
solutions proposed by the MILP and the different heuristics depending on power. Except for
RC, the heuristics provide excellent results. In this case, the BPP heuristic outperform BSRWS
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Figure 10: An experiment in the homogeneous case with 300 machines for one type of machine
(Taurus).

Table 5: Average and median relative deviation in percentage of heuristics from the optimal in
the heterogeneous case with 200 machines for 2 types of machines, 100 machines of each type
(Taurus & Parasilo).

RC BPP BSRWS BSRWS-AR

Avg. dev. (%) 25.40 0.02 0.02 0.02
Median dev.

(%)
32.43 0.00 0.00 0.00

Table 6: Average and median relative deviation in percentage of heuristics from the optimal in
the heterogeneous case with 200 machines for 2 types of machines, 100 machines of each type
(Grisou & Grimoire).

RC BPP BSRWS BSRWS-AR

Avg. dev. (%) 4.07 0.28 0.40 0.27
Median dev.

(%)
4.50 0.19 0.33 0.26
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Figure 11: An experiment in the heterogeneous case with 200 machines for 2 types of machines,
100 machines of each type (Taurus & Parasilo).

Table 7: Average and median relative deviation in percentage of heuristics from the optimal in
the heterogeneous case with 200 machines for 2 types of machines, 100 machines of each type
(Chifflet & Grele).

RC BPP BSRWS BSRWS-AR

Avg. dev. (%) 4.38 0.34 0.14 0.06
Median dev.

(%)
4.98 0.21 0.00 0.00
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Figure 12: An experiment in the heterogeneous case with 200 machines for 2 types of machines,
100 machines of each type (Grisou & Grimoire).
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Figure 13: An experiment in the heterogeneous case with 200 machines for 2 types of machines,
100 machines of each type (Chifflet & Grele).
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Figure 14: An experiment in the heterogeneous case with 500 machines for 5 types of machines,
100 machines of each type (Gros, Chifflet, Grele, Gemini & Graphite).

Table 8: Average and median relative deviation in percentage of heuristics from the optimal in
the heterogeneous case with 500 machines for 5 types of machines, 100 machines of each type
(Gros, Chifflet, Grele, Gemini & Graphite).

RC BPP BSRWS BSRWS-AR

Avg. dev. (%) 27.41 0.42 1.03 0.07
Median dev.

(%)
27.47 0.33 1.24 0.02

and underperform BSRWS-AR as it successfully improved the results of BSRWS, as shown in
Table 8.

Table 9 shows the percentage of experiments where the BSRWS-AR heuristic improves
the BSRWS heuristic results depending on the number of machines and the number of types
of machines (10 experiments per cell). The results show that the more heterogeneous the
datacenter, the more the BSRWS-AR heuristic improves the results of the BSRWS heuristic.
However, the number of machines in the datacenter does not seem to have an impact on the
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Table 9: percentage of experiments where the BSRWS-AR heuristic improves the BSRWS
heuristic results depending on the number of machines and the number of types of machines
(10 experiments per cell).

1 type 2 types 3 types 4 types 5 types 6 types

60 ma-
chines

50% 70% 80% 80% 80% 90%

120 ma-
chines

50% 70% 80% 80% 80% 90%

180 ma-
chines

50% 70% 80% 80% 80% 90%

240 ma-
chines

50% 70% 80% 80% 80% 90%

300 ma-
chines

50% 70% 80% 80% 80% 90%

Table 10: percentage of machine configurations that are sufficient to explore to reach the best
BSRWS-AR solution depending on the number of machines and the number of types of machines
(10 experiments per cell).

1 type 2 types 3 types 4 types 5 types 6 types

60 ma-
chines

20% 20% 20% 16.67% 16.67% 12.5%

120 ma-
chines

20% 20% 20% 16.67% 16.67% 12.5%

180 ma-
chines

20% 20% 20% 16.67% 16.67% 12.5%

240 ma-
chines

20% 20% 20% 16.67% 16.67% 12.5%

300 ma-
chines

20% 20% 20% 16.67% 16.67% 12.5%

improvement of the results. the choice of BSRWS-AR seems more judicious than BSRWS when
the datacenter is heterogeneous

The more machines the BSRWS heuristic switches-on, the more configurations BSRWS-
AR explores, i.e. as many configurations as machines switched-on by BSRWS. However, it
is not necessary to explore all configurations. For example, it is not necessary to explore
configurations with 1, 10, 25 or even 50 machines if the solution proposed by BSRWS, which
is close to the optimal solution, is a configuration with more or less 100 switched-on machines,
as shown in the Figures 15 and 16. It is therefore possible to reduce the execution time of
BSRWS-AR by reducing the number of configurations explored. To determine the maximum
number of configurations to explore, several experiments were executed in the homogeneous and
heterogeneous case with different number of machines and different number of types of machines.
Table 10 shows the percentage of machine configurations that are sufficient to explore to reach
the best BSRWS-AR solution depending on the number of machines and the number of types
of machines (10 experiments per cell). The more heterogeneous the datacenter is, the more it
is possible to reduce the number of configurations explored, and thus to reduce the execution
time of BSRWS-AR. The number of machines has no influence.
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0 20 40 60 80 100
Number of machines switched-on

0

10

20

30

40

50

60

Co
m

pu
tin

g 
po

we
r (

TF
lo

ps
)

(a)

96 98 100 102 104
Number of machines switched-on

59.0
59.2
59.4
59.6
59.8
60.0
60.2
60.4

Co
m

pu
tin

g 
po

we
r (

TF
lo

ps
)

(b)

Figure 15
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